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Abstract

In this thesis I consider the general problem of how to make the best possible phase measurements
using feedback. Both the optimum input state and optimum feedback are considered for both single-
mode dyne! measurements and two-mode interferometric measurements. I derive the optimum
input states under general dyne measurements when the mean photon number is fixed, both for
general states and squeezed states. I propose a new feedback scheme that introduces far less phase
uncertainty than mark II feedback, and is very close to the theoretical limit. I also derive results
for the phase variance when there is a time delay in the feedback loop, showing that there is a
lower limit to the introduced phase variance, and this is approached quite accurately under some
conditions. I derive the optimum input states for interferometry, showing that the phase uncertainty
scales as N~! for all the common measures of uncertainty. This is contrasted with the [j0), state,
which does not scale as N~! for all measures of phase uncertainty. I introduce an adaptive feedback
scheme that is very close to optimum, and can give scaling very close to N ! for the uncertainty.
Lastly I consider the case of continuous measurements, for both the dyne and interferometric cases.

1Dyne measurements are those based on continuous measurement of field quadratures, including heterodyne,
homodyne and more general adaptive measurements.
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Chapter 1

Introduction

In this study I consider the general problem of how to most efficiently measure phase. This is
a very important subject, as many high precision measurements are based upon measurements of
phase. In particular, the current search for gravitational waves requires extremely accurate phase
measurements, where new approaches that surpass the standard quantum limit may be necessary
to obtain useful results [1].

Unlike most other quantities that we would wish to measure, it is not possible to measure phase
directly. We must measure phase indirectly, and this almost always introduces an extra uncertainty
beyond the intrinsic uncertainty in the phase of the mode. In general, it is possible to improve
measurements by introducing an auxiliary phase shift. In the case of homodyne measurements, this
phase shift would be based upon the previous knowledge about the phase. In this study I consider
the case that the phase is unknown, and instead the auxiliary phase is adjusted based on the data
obtained during the measurement. I investigate schemes for adjusting the auxiliary phase so as to
introduce the minimum possible phase uncertainty.

Another aspect of the problem of efficiently measuring the phase is the state itself. Every state
with finite energy will have some intrinsic uncertainty in the phase. We would wish to optimise the
state so that it has the minimum possible intrinsic phase uncertainty, or alternatively so that it gives
the minimum phase uncertainty for some specific phase measurement scheme.

Before I discuss these problems, I will briefly review the theory behind the description of phase
and phase measurements.

1.1 The Description of Phase

Classically there is no ambiguity in the definition of phase. A general propagating sinusoidal wave
can be described by
(x,t) = Asin(kx — wt + ¢), (1.1)

where A is the amplitude and ¢ is the phase. The phase is not a quantity that can be measured
directly; however, it is just a real number and can be determined unambiguously from the variation
of ¢(x,t) (provided the amplitude is constant and nonzero).
For a monochromatic electromagnetic field propagating in the k direction, we can express the
electric field as
E(R,t) = Epsin(k - R — wt + ¢). (1.2)

In quantising the electric field in the Heisenberg picture, the operator for the electric field is

ER,t) = Qe:jV (sel(k'R_w)a + e*e_l(k'R_‘“t)ag , (1.3)

where 7 is Planck’s constant divided by 2w, ¢p is the dielectric permittivity for a vacuum, V is
the quantisation volume, ¢ is the polarisation vector and a and a' are the annihilation and creation
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operators respectively. The variation of the electric field in time and space, as well as the polarisation
direction are contained in this field operator, but the amplitude and phase of the field are contained
in the state.

The annihilation and creation operators have the commutation relations

la,a’] =1, (1.4)
[a,a] = [aT,aﬂ = 0. (1.5)

I will generally use the hat over variables to indicate operators when they are used in both an
operator and non-operator sense (like E), but not when the variable is used only as an operator (like
a).

The quantum mechanical decription of phase was first considered by London [2, 3] and Dirac [4].
In general, in quantum mechanics we wish to represent physical quantities by Hermitian operators.
Unfortunately, this approach produces difficulties when applied to phase. For example, consider the
result for a coherent state

(a) = ¢"V/N. (1.6)

From this, an obvious way of defining an operator for the phase is by
a=e’VN, (1.7)

where N is the usual operator for the photon number,

N =adla. (1.8)

The phase operator defined in this way is equivalent to that considered by Dirac [4]. It is easily seen
that the phase operator defined in this way is not Hermitian.
This definition of the phase operator produces other problems. For example, Dirac derives the
commutation relation o
[N, ¢] =1i. (1.9)

This would seem to imply the uncertainty relation [5]
ANA¢ > 1. (1.10)

This uncertainty relation does not make sense, because the uncertainty in /N can become arbitrarily
small, whereas the uncertainty in ¢ can not be over w. In fact, this uncertainty relation is not
necessarily implied by Eq. (1.9), because the phase operator is not Hermitian. Another problem is
that, for a number state, the expectation value of the commutator should be zero [6], rather than i.

One resolution of this problem is that although it is not possible to define a Hermitian phase
operator, it is possible to define Hermitian sine and cosine operators that give valid uncertainty
relations [6, 7]. These Susskind-Glogower operators satisfy the commutation relations

{CES\QS,N} — isne (1.11)
[SI/I-I\(ﬁN} = —icoso. (1.12)

The corresponding uncertainty relations are

ANAcosg = & |(sino)| (1.13)
ANAsin¢ > %‘<c€s\¢>‘. (1.14)

These uncertainty relations make sense, because in the limit of small number uncertainty the expec-
tation values on the right hand side also become small, so these uncertainty relations do not imply
ridiculously large values of A cos¢ or Asin ¢.
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Unfortunately there are also problems with these operators. For example, we find that for the
vacuum state (cos?#) = I [8]. As the vacuum state should have a uniform phase distribution, we
would expect that (cos? ) is equal to 3. In addition, using these operators we find (exp(ipd)) = 0
for all integers p > 0. This implies a uniform phase distribution, which is what we would expect,
but is inconsistent with the result obtained for (cos? 6).

Another approach to finding a Hermitian phase operator is the Pegg-Barnett formalism [9, 10, 11].
The basis of this formalism is to put an upper limit s on the photon number, then take the limit as

s tends to infinity. The reference phase states are taken to be

[0m)s = (s + 1)_1/2 Z exp(infpm)|n), (1.15)
n=0
where )
mm
om 90+s+17 m 07 ) S ( 6)

and 0 is an arbitrary constant.
Then a Hermitian phase operator is defined by

m=0

Note that for this operator the phase states |0,,)s are clearly eigenstates with eigenvalues of 8,,. In
terms of the number basis, the operator is

. s 2 < exp [i(j — k)0o] |7) (k|
¢s—90+s+1 +s+1j§exp[i(j—k)27r/(8+1)]—1'

(1.18)

In the Pegg-Barnett formalism, the limit of s — oo is taken after expectation values have been
determined.
It is also possible to take the limit s — oo of Eq. (1.18), which gives

g N Rl — )] ) (Kl
Poo = b0 + +JZ¢; R . (1.19)

This operator was also considered before the Pegg-Barnett formalism was developed [12, 13, 14].
This would appear to be a Hermitian operator that can be used to describe phase; however, there
are problems with this operator. This operator leads to different expectation values than given by
the Pegg-Barnett formalism (where the expectation values are taken before the limit s — 00).

The problem is that (1.18) converges to (1.19) only weakly [15]. The weak limits of operators do
not preserve the operator algebra, for example, the weak limit of (2)3 is not q@io One result of this
is that, for the vacuum state, (¢2)) = 72/6 [16, 17]. For a uniform phase distribution, the result
should be 72/3, which is that obtained from the limit of ($2).

Fortunately, in this study we do not require an explicit phase operator, and usually all we need
to know is the phase variance, or at most the probability distribution. For this what we want is the
probability operator measure, or POM.

1.2 Probability Operator Measures

In quantum mechanical systems, the most general way of obtaining the probability of some mea-
surement result F is by the expectation value of an operator F(FE), i.e.

P(E) = Tr[pF(E)), (1.20)

where p is the state matrix for the system. If the set of all possible measurement results is €, it is
evident that P(Q2) = 1 for all p, which implies that F(€2) = 1. Thus F(E) can be called a probability



4 CHAPTER 1. INTRODUCTION

operator, and the mapping E +— F defines a probability operator measure (POM), sometimes also
called a positive-operator-valued measure (POVM), on Q [18, 19]. This method does not require a
specific operator to represent the quantity that is being measured.

This is quite different to the simple method for pure states, where the probability is given by the
square of the inner product between the initial and final states. To see the similarity between the
two methods, recall that in the simple method we represent the physical quantity being measured
by a Hermitian operator, for example R. This has associated eigenvalues and eigenvectors r and
[th.). After a measurement yielding the result r the system is in state |¢,), and the probability for
this result is (¢, |10)]*.

Alternatively we can define the projection operators

II, = |1/)r><wr| (121)
The probability of obtaining the result r is then
Py = [(¢r])[?
= (Y[IL.|4)). (1.22)
The normalised state after the measurement is then
I, |3
) = I (1.23)

i

For more general measurements, we can replace the projection operator with a more general
operator (2., called the measurement operator. Then the probability is given by

P, = (4[Q1Q, ). (1.24)

Note that in this case Q1€2,. does not necessarily simplify to §2,., as is the case for projection operators.
The normalised state after the measurement is given by
Qv |)
= . 1.25
|¥r) N (1.25)
For the most general case we replace Q1Q, in Eq. (1.24) [or II, in Eq. (1.22)] with a general
operator Fi.. The probability is then determined using

P = (Y|F:|9). (1.26)

Clearly, the generalisation to this for mixed states is Eq. (1.20).

For phase measurements, the probability distribution for the measurement result can be de-
termined using the POM F(¢). This approach was first considered be Helstrom [19], and is also
considered in Refs [20, 21]. If the phase measurement treats all phases equally, it should be invariant
under a phase translation

R(O)F(¢)R(—0) = F(¢ +0) (1.27)
where R(0) = exp(ia’af) is the phase translation operator. Now F(¢) has the general expansion
F(¢) = i ) (M| Frm (). (1.28)
n,m=0
The phase shift invariance condition gives
F(¢+0) = i e n) (e~ " 0 Fyp (¢) (1.29)
n,m=0
S I nlFun(646) = 3 ) e Fy () (130)

n,m=0 n,m=0
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This means that we must have
Frm(p+0) = "=™O0F (). (1.31)
This implies that F,,,(¢) must have the form

1 t(n—m
En(@) = 5= "7 Hyp. (1.32)
™
A factor of 1/(2m) has been added for normalisation. Therefore the general form of F(¢) for a shift
invariant phase measurement is

F@)= 5= 3 Inmle "2, (139

n,m=0

For the integral of the probabilities to equal 1, we must have

™

/F(¢)d¢ _1 (1.34)

—T

Applying this to Eq. (1.33) above we find that

> n)(n|Hpn = 1. (1.35)
n=0

This means that the diagonal elements H,,,, must all be equal to 1.

In addition there is the condition that the probability given by Tr[pF(¢)] always be real and
positive. This, together with the above result means that all of the H,,, must have absolute values
between 0 and 1. Usually these are all assumed to be real and positive; however, we will see in
Sec. 6.7 that they need not be.

In Ref. [22] it is shown that the additional condition that a number shifter does not alter the
phase distribution gives H,,,, = 1, corresponding to the POM

Fcan(¢) _ % ei(n—m)¢|n> <m| (136)

n,m=0

This POM corresponds to a canonical phase measurement [22]. Ref. [20] also derives this POM using
the maximum likelihood approach. In general, real measurements will give smaller values of H .,
and the closer these are to 1 the better the phase measurement is. This POM is the best possible
for the main states that I will be considering in thesis, but not for every possible input state. The
best POM as derived in [19] is actually dependent on the input state; this is discussed further in
Sec. 6.7.

Note that we may express the POM (1.36) in the form

FE(9) = [0)(4l, (1.37)
where -
1 in
) = W;e ?|n). (1.38)

These states are eigenstates of the Susskind-Glogower operators cgs\qﬁ and si/n\gb, and may be in-
terpreted as phase states. We therefore see that the POM of Eq. (1.36) is consistent with the
Susskind-Glogower formalism. It can also be shown [23] that identical results are obtained using
this POM as using the Pegg-Barnett formalism. In addition, London’s treatment of phase [2, 3] is
also equivalent to this.
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Figure 1.1: A phase probability distribution that is narrowly peaked at 4.

The fact that these different approaches to phase give equivalent results is a compelling reason
to consider this to be an accurate description of phase. Nevertheless, there is another class of
descriptions of phase which is not equivalent to this: those based on an ‘operational’ approach
[24, 25, 26, 27, 28, 29]. Here the phase is defined as the quantity measured by a particular experiment.
The disadvantage of this approach is that the description of phase is dependent on the experiment.
For further discussion of the problems involved in the description of phase, see Refs [30, 31].

1.3 Phase Variance

In this work we are primarily interested in the phase variance, and not the total phase distribution.
Since phase is a cyclic variable the usual definition of phase variance, as given by

var(¢) = (¢%) — (), (1.39)

does not work well. For example, we would usually expect the variance to go to infinity in the limit
of a flat distribution. For phase, as the distribution is limited to a region of length 27, the variance
will be finite for a flat distribution. This means that it is not possible to give an uncertainty relation
in the usual way. In addition, if the mean of the distribution is at one bound of the phase, the phase
variance obtained from this definition will be artificially large. For example, the distribution shown
in Fig. 1.1 is narrowly peaked, but Eq. (1.39) will give a very large variance.

These problems can be solved by using the Holevo phase variance [32]

V() = ()| F - 1. (1.40)

This definition is naturally modulo 27, and in addition if the distribution is flat then <ei¢> will be
zero, so the variance will be infinite. For this definition of the variance, there is the uncertainty
relation

V(¢)AN? > 1. (1.41)
In contrast, using Eq. (1.39) for the phase variance there is no uncertainty relation of this form
because, for example, a number state has zero number variance but a finite variance under Eq. (1.39).
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Also, for a distribution that is sharply peaked, we find

= (6= (8)?)- (1.42)

Therefore this measure of the phase variance is approximately the same as the usual estimate of the
variance for sharply peaked distributions.

The definition of the Holevo variance (1.40) can be used when the exact phase distribution is
known. In obtaining numerical results, it is is generally the case that the exact distribution is
unknown, so the Holevo phase variance must be estimated from a set of samples. In the case of the
standard variance, it is a standard result in statistics that the variance calculated from the samples
by

L5 2 1.43
M;(@—@» ) (1.43)

where M is the number of samples, is a biased estimator for the variance of the distribution. The
unbiased estimator is where the dividing factor is M — 1, i.e. the unbiased estimator is

1
M-1

(5 — (8))*. (1.44)

WE

i=1

This is because taking the average of the data removes one degree of freedom. If the mean of the
distribution is known, then an unbiased estimator for the variance is

1 & _
i ;(@ - 9)%, (1.45)

where ¢ is the known mean for the distribution. If the measurements are unbiased, then the mean
for the distribution will be the same as the actual phase, ¢. If we use the actual phase, then the
estimator becomes

M
M ; (¢ — ). (1.46)

The situation is analogous for the Holevo phase variance. If the measurements are unbiased, we
can estimate the Holevo variance from the samples by

1 -~
Re (M Ze“d’i@))] —1. (1.47)
=1

It is easy to see that when the phase distribution is narrowly peaked, this simplifies to Eq. (1.46).
On the other hand, if the measurements are biased, then this will not be an estimator for the Holevo
variance, and Eq. (1.46) will not be an estimator for the standard variance.

For measurements that may be biased the variance is not a good measure of the accuracy of the
measurement. An arbitrary bias may be added to the distribution without altering the variance, as
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the deviation is measured from the average of the distribution, rather than the actual phase. For a
biased measurement scheme, it is more appropriate to define the standard variance as

var () = (6~ )?). (1.48)

Here the subscript ¢ has been used to distinguish this variance from the usual definition. For
this definition, biased distributions will give larger variances. Also Eq. (1.46) will be an unbiased
estimator for this modified variance.

The analogous definition for the Holevo variance is

Vo(¢) = [Re <ei(¢"”)>} Y (1.49)

In the case that ¢ = 0, or ¢ is the deviation from the system phase, this definition of the variance
simplifies to

Vo(#) = [Re(e’®)] ” — 1. (1.50)

Similarly to the case for the standard variance, this definition will give larger variances for biased
distributions, whereas the standard definition does not distinguish biased and unbiased distributions.
If the measurements are biased, then Eq. (1.47) will be an estimator for this variance, but not the
Holevo variance as given by Eq. (1.40).

In this thesis I usually consider phase distributions that are unbiased, so this modified definition
of the Holevo phase variance is not required. For the problem of finding optimal phase estimates,
however, this altered definition is necessary in order to eliminate the possibility of biased phase
estimates.

Now if we consider arbitrary measurements on an arbitrary pure state |1), the probability dis-
tribution for the phase is given by

P(¢) = Tr[pF(¢)]
ZQL Z (th|n){m[y)e O H (1.51)

In order to determine the Holevo phase variance we must determine <ei¢>. Evaluating this gives

<ei¢> = /P(qb)emd(é

/ S (Bl mlp) g

an

oo

> W) (me) g1 m Hom

n,m=0

o0

= > (@n)(n + 1)) Hy (1.52)

n=0

Therefore the phase variance does not depend on all the elements H ., but only on the off-diagonal
elements H,, ,,11. As we are often only interested in the phase variance resulting from a measurement
scheme, this greatly reduces the number of variables required to describe the measurement. Note
that the condition |H,,,,| < 1 means that this expression gives |{e!®)| < 1, as we would expect.

For canonical measurements we have H-2" = 1, so this simplifies to

() an = D _(Wn)(n + 1]3)). (1.53)

n=0
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For more arbitrary measurements, we will have Hy, ,,+1 < 1, so it is convenient to define the vector
h(n) by
h(n)=1— Hy, pi1. (1.54)

In terms of this we obtain

() = Z Yln)(n+ 1) (1 = h(n))

n=0
:Zw\n M n+ 1) — an Vn + 1) h(n)
= () — D_ (I} (n + 1[1)h(n). (1.55)
n=0

If the photon number distribution is reasonably sharply peaked then we can typically replace h(n)
by its value for the average photon number. Then we find

() = (e'?),, (1= h(n)). (1.56)

For large mean photon number, we find that h(7) < 1 for most measurement schemes. Using this
approximation, the Holevo phase variance is

~ () 0 (1= h(R))| =1
|<ew>>m| Y1 —h(@) 2 -1
~ [(€9) T (L4 20(n >>
~ |<e1¢>m|‘ +2h< )~
= Vean(®) + 2h(n). (1.57)

Thus we see that to a first approximation the phase variance is equal to the intrinsic phase variance
plus twice the value of h(n) for the average photon number. This means that the introduced phase
variance is fairly independent of the input state (apart from the photon number).

For many types of real measurements, the value of h(n) decreases as some power of n for large
n. We can therefore approximate it by

h(n) = en™P. (1.58)

When this is the case, we can describe the measurement by just the two variables ¢ and p, rather
than the entire vector h(n), or the matrix H,,.

1.4 Real Measurements

In practice, it is not possible to directly measure phase. What we must do is infer the phase from
measurements of some other quantity. The electric field, with the operator given by Eq. (1.3), is
directly measurable. Ignoring the field direction, this operator is proportional to

Xo = ae”'® +afe’®, (1.59)
where
o =wt—k-R. (1.60)

This is called the ® quadrature operator. For high frequency light ® varies far too rapidly for
convenience, so we wish to measure the quadrature in a more convenient way.

This can be done by combining the light with a strong local oscillator field at a beam splitter, as
in Fig. 1.2. The local oscillator field provides a reference phase. The difference between the photon
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Figure 1.2: Diagram of the apparatus for making a dyne phase measurement. The signal from the
cavity and the local oscillator field are combined at a 50/50 beam splitter (BS) and the outputs are
detected by photodetectors (PD). For adaptive measurements the signals from these photodetectors
are processed by the digital signal processor, which determines a phase estimate and adjusts the
electro-optic phase modulator (EOM) accordingly.

numbers at the two photodetectors gives a measurement of the quadrature X ¢, where @ is the phase
of the local oscillator field.

In this study I consider measurements that take an appreciable time, so rather than just consider-
ing the total photon counts at the detectors, it is possible to consider the instantaneous photocurrent.
For this extended measurement we can alter the phase of the local oscillator during the measurement
based on the data obtained so far.

The standard technique for measuring a completely unknown phase is heterodyne detection,
where the phase of the local oscillator is varied linearly. This is simple to do, as it simply means
that the local oscillator has a slightly different frequency than the signal. This method suffers
from the drawback that it introduces a fairly large phase uncertainty. It is possible to obtain more
accurate measurements if we use a constant feedback phase ®, that is close to the actual phase plus
7 /2. This is called the homodyne technique.

The major problem with the homodyne technique is that it requires knowledge of the system
phase beforehand. The guiding principle behind adaptive phase measurements is that we wish
to approximate homodyne phase measurements by varying the local oscillator phase during the
measurement based on data obtained so far. We will see that it is not quite so simple, however, as
we do not use the best estimate of the phase, and in rare cases will not use a phase estimate at all.
I will use the general term “dyne” for heterodyne and homodyne phase measurements, as well as
these more complicated adaptive phase measurements.

In order to describe the adaptive measurements I will first introduce the notation. The numbers
of detections at the two photodetectors in the time interval ¢t are denoted N, and d0N_. The
complex amplitude of the local oscillator will be denoted as . The difference photocurrent I(t) is
then defined in terms of the noncommuting limits

N, —6N_
I(t) = lim lim —— 1.61
( ) 0t—0 |y|—o0 |’)/‘ ot ( )
This simplifies to '
I(t)dt = 2Re((a) e~*®)dt + dW (t), (1.62)

where dW(t) is an infinitesimal Wiener increment with variance dt. For a constant amplitude
coherent state we have (a) = a.. Note that (I(t)) = (Xg), so this is essentially a measurement of the
® quadrature.
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For more general states, (a) may have a systematic variation given by

(a) = ap x y/u(t), (1.63)

where u(t) is a mode function. In this case we alter the definition of I(¢), and scale a; and the time
to obtain ‘
I(v)dv = 2Re(aye ™" ®)dv + dW (v), (1.64)

similarly to the case for constant amplitude. The detail of how this is done is given in Ch. 3.
We then define the quantities A, and B, by

v

A, = / ¢ 7 (u)du, (1.65)
0
B, = — / e*?® du, (1.66)
0

The time is scaled to the unit interval, and for the values of A, and B, at v = 1 the subscripts are
omitted. It is shown in Ref. [33] that the only relevant information from the measurement record is
contained in these two variables. (B, does not explicitly depend on the measurement record, but it
does depend on it implicitly if the feedback phase is varied based on the measurement record.)

To see why this is so, firstly recall that the way the normalised state varies for measurement
operator (2. is

|thr) = N (1.67)

Alternatively we can consider an unnormalised state |z/~JT>, given by

7 _ Qr|w>

where the A, are called the ostensible probabilities. The actual probability is then given by

P = A (4 iy). (1.69)

This method is used in Ref. [33] to consider the evolution of the signal state under dyne measure-
ments, with the ostensible probabilites chosen as those for a vacuum.

It is found that the evolution of the unnormalised state depends on the photocurrent record and
feedback phases only through the variables A, and B,. This means that the probability distribution
for the photocurrent record up to time v, Iy ), is given by

P(I[Om)) = PO(I[O,’U))<77Z'U(A'U7 Bv)lqjjv(Avy B11)>7 (1'70)

where Py(Ijg,)) is the ostensible probability distribution. Note that this does not prove that the
probability distribution for the photocurrent record only depends on A, and B,, as the ostensible
probability distribution may depend on the photocurrent record in some more complicated way. The
ostensible distribution, however, is for a vacuum, and does not contain any information about the
state. This means that all the information about the state from the photocurrent record Ipg ) is
contained in A, and B,,.

To show this in a more rigorous way, consider some arbitrary parameter of the input state, x.
This could, for example, be the phase or the photon number. Using Bayes’ theorem we find that
the probability distribution for this quantity given the photocurrent record Iy, is

P(x)P(Ij,v)|)

(1.71)
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Here P(z) is the probability distribution for this quantity at the start of the measurement. It
will be flat, as we are assuming that there is no knowledge about this parameter before the start
of the measurement. The probability in the denominator is independent of x, so the probability
distribution is therefore

P(x|I[O,1))) S8 P(I[Ov)|x) (172)

The ostensible probability distribution Py(Ijp,,)) contains no information about the state, and will
therefore be independent of x. Thus we find

P(‘T|I[O,v)) X <7Z)v(Avan)|1/~)v(Ava)>~ (1.73)

This means that the probability distribution for any parameter of the signal state only depends
on the photocurrent record through A, and B,. This means, for example, that estimators for the
phase should be functions of A, and B,. They can be functions of other variables, for example the
initial coherent amplitude, if that is known, but they should depend on the photocurrent record only
through A, and B,,.

1.5 Adaptive Phase Measurements
For a coherent state with o = |a|e'?, Eq. (1.64) becomes
I(v)dv = 2 |a| cos(p — ®)dv + dW (v). (1.74)

In order for the measurement to be close to an ideal measurement of the phase, the cos function
should be as close as possible to zero. This implies that its argument should be close to +m/2.
Therefore it is best to take the local oscillator phase to be ¢ 4+ 7/2, where ¢ is some estimate of the
system phase. In that case

I(v)dv = 2o sin(p — @)dv + dW (v). (1.75)
In the limit that |¢ — ¢| < 1, this becomes
I(v)dv = 2|a| (¢ — @)dv + dW (v), (1.76)

so the measurement is very close to an ideal measurement of the phase. The reason why there is
always an excess phase uncertainty is because the sin function is not completely linear, so this is not
exactly equivalent to a direct measurement of the phase.

The basis of homodyne measurements is to use an estimate of the phase that is known before the
measurement begins. For adaptive measurements, we only have information about the phase once
the measurement has begun, and we use a phase estimate based on the data obtained so far. To see
what we can use as a phase estimator, we can expand the variable A, to give

A, =va — a*B, + ioy, (L.77)

where
v

oy = /e@(“)_i”/QdW(u). (1.78)
0

From this result it is simple to show that
VA, + ByAY = a(v? — |By|?) +i(vo, — Byol). (1.79)
Taking the expectation value gives

(vA, + B,A*) ~ a<v2 - |Bv|2>. (1.80)
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Table 1.1: The values of ¢ and p for heterodyne, mark I and mark II measurements.

¢ p

heterodyne | 1/8 | 1
mark I 1/8 | 0.5
mark II 1/16 | 1.5

13

If the local oscillator phase is independent of the photocurrent record, then this is exact. In the case
of feedback, B, may be correlated with o,, but this result should still be approximately true. This
means that the phase of vA, + B, A} should be close to the phase of the signal. It is convenient to
define the new variable

C, =vA, + B, A}, (1.81)

This should not be confused with the variable C used in Ref. [34], which is defined differently.

For heterodyne measurements, the local oscillator phase ®(v) is varying linearly. This means
that the average value of €2*®(®) will be zero, so B, will be close to zero. This means that C,, ~ A,,
so arg A, will also be a good estimator of the phase. It is simple to show from this [35] that the
phase variance for heterodyne measurements on coherent states is approximately % |a|72. As the

intrinsic phase variance for coherent states is i |a|727 this means that there is an introduced phase
variance of %ﬁ_l.

For more general measurements where B,, # 0, arg A,, will not be as good an estimator of the
phase; however, it can still be used as an estimator. If ¢ = arg A,, is used as the estimator for the
phase in feedback to the local oscillator phase, we have a measurement scheme that can be analysed
analytically. In the scheme considered in Ref. [36], arg A was the phase estimate used at the end of
the measurement as well.

It was shown in Ref. [36] that these measurements give the canonical result if the system has
at most one photon. For systems with large numbers of photons, however, the introduced phase
variance scales as %ﬁ_l/ 2. This means that for large photon numbers this measurement scheme gives
far higher phase variances than heterodyne measurements.

It is possible to greatly improve on this result by simply using the best phase estimate at the end
of the measurement, arg C. This is called the mark II adaptive phase measurement scheme, whereas
the scheme where arg A is used at the end of the measurement is called mark I. This measurement
scheme introduces a phase uncertainty of %ﬁ%/ 2 [35]. This is a vast improvement over the mark I
scheme, and also improves on the heterodyne scheme.

Recall from Eq. (1.57) that the introduced phase variance is approximately 2h(7). This means
that the variation of h(n) for the heterodyne, mark I and mark IT measurement schemes is approxi-
mately

Bpet(n) &~ 2n~1, (1.82)
hi(n) ~ in~ %, (1.83)
hi(n) & £=n=1% (1.84)

To summarise this, the values of ¢ and p for these three measurement schemes are as given in Table
1.1.

The mark IT measurement scheme still leaves questions, however. It has been shown [37] that
optimum states have intrinsic phase variances that scale as 1.89 x 7~ 2. For these states the phase
uncertainty that is introduced by mark II measurements will be far greater than the intrinsic phase
uncertainty of the state. In addition it has been shown [34] that the theoretical limit to the variance
that is introduced by dyne phase measurements is ilogﬁ x m~2. This is not quite as good as the
scaling for the intrinsic phase variance, but it is far better than the scaling for mark IT measurements.

Another issue is that the intermediate phase estimates used for mark II measurements are still
arg A,. As evidenced by the poor scaling for mark I measurements, these phase estimates are far
worse than arg C,. This raises the question of whether phase measurements can be made closer to
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Figure 1.3: The Mach-Zehnder interferometer, with the addition of a controllable phase ® in one
arm. The unknown phase to be estimated is ¢. Both beam splitters (BS) are 50/50.

the theoretical limit by using better intermediate phase estimates. This is considered in Ch. 3, and
it is shown that measurements can be made very close to the theoretical limit.

Another factor in attempting to make the most accurate possible phase measurements is the
input state. Rather than just considering states that are optimised for minimum intrinsic phase
variance, the fairest way to evaluate the various measurement schemes is to consider states that are
optimised for minimum phase variance under that particular phase measurement scheme. This is
considered in Ch. 2.

It is necessary to have a constraint on the state being optimised in order to avoid obtaining a state
with indefinitely large photon number. The two main ways of constraining the state that is being
optimised are to put an upper limit on the photon number and to specify the mean photon number.
A third alternative is to only consider squeezed states. These states are far more convenient to work
with, both theoretically and experimentally, and in addition they give results that are extremely
close to those for the general optimisation problem for general measurements. All these alternatives
are considered in Ch. 2.

1.6 Interferometry

The major alternative to dyne measurements is interferometric phase measurements. Here, rather
than measuring the phase of a single mode, and assuming that the local oscillator field is sufficiently
intense that it can be treated classically, we are measuring the phase difference between two modes,
both of which are treated quantum mechanically.

The most convenient way of considering this is via a Mach-Zehnder interferometer, as in Fig. 1.3.
Two input modes are combined at a beam splitter, after which each of the modes is subjected to a
phase shift, and the two modes are recombined at a second beam splitter. Usually we would consider
measurement of the phase difference between the two arms. Here for simplicity I consider the phase
shift to be measured, ¢, to be in one arm, and add a controllable phase shift, ®, in the second arm.
This allows us to make adaptive measurements analogous to the case for dyne measurements.

Note that if the first beam splitter is omitted, the configuration is identical to the configuration
used to make dyne measurements of a single mode. The arm of the interferometer subjected to the
phase shift ® is equivalent to the local oscillator mode, and the arm subjected to the phase shift ¢
is equivalent to the signal mode in the dyne case. The difference here is that we are now treating
both modes quantum mechanically.

The main role of the first beam splitter is that it creates quantum correlations between the two
modes, which generally improves the phase properties of the state. For example, it is not possible
to measure a phase difference between a number state and a vacuum state, but the two mode state
produced after the beam splitter has good phase properties.
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In general it is much easier to produce input states without quantum correlations between the
modes, so the initial beam splitter is very useful. In this study, I consider two-mode input states with
arbitrary correlations between the modes. In this case, the initial beam splitter is fairly superfluous,
as it merely transforms the input state into another correlated state that could have been considered
directly. I still include the initial beam splitter in this study, for consistency with previous work.

It is well known that if we feed a state with a mean photon number of 7 into one arm, it is
possible to obtain a phase variance scaling as @~ !. This is analogous to the case of coherent states
for dyne measurements, which are the easiest to produce and also give ! scaling. There have been
several proposals for reducing the phase variance to m~2. The first of these is that by Caves [1].

Caves considers an interferometer with a coherent state in one arm, but in the other arm, rather
than a vacuum state, a squeezed vacuum is used. The measurements considered are equivalent to
homodyne measurements, where the phase difference is very close to 0. For the right squeezing
parameter these measurements have a variance scaling as 7~ 2. Squeezed states were also considered
by Bondurant and Shapiro [38].

Yurke et al. [39] consider an input state that is a combination of input number states,

) = % (1%ali% + 17 + 1)ald — 198). (1.85)

where the subscripts a and b indicate number states in ports a and b respectively. According to their
analysis this state should give a phase uncertainty scaling close to N !, where N = 27 is the fixed
total photon number. Similarly to Ref. [1] the phase must be very close to 0 to obtain this scaling.
Yurke et al. also consider active interferometers, characterised by SU(1,1) rather than SU(2), as is
the conventional Mach-Zehnder interferometer considered in this study.

Holland and Burnett [40] also considered the case where the total photon number is fixed. They
considered the state with equal photon numbers in both input ports, |j)4|j)s- For this state the
phase uncertainty scales as N1, but again only for phases very close to 0. This state also has the
additional problem that it gives results at 0 and £+7 with equal probability, and therefore must be
considered modulo 7.

Sanders and Milburn [41, 42] considered “optimal” measurements, for which the phase uncer-
tainty is independent of the system phase. Unfortunately these measurements are derived from pro-
jections onto the phase states, rather than a physical measurement scheme involving photodetectors.
In Ch. 6 it is shown that it is not possible to implement these measurements using photodetectors,
even allowing feedback. Therefore I will generally call these measurements ideal or canonical rather
than optimal, and reserve the term optimal for the best possible physically realisable scheme.

Sanders and Milburn considered the same input state as Holland and Burnett, |j)q]j)s. In
Ref. [42] they show that the phase uncertainty for this state scales as N ~! according to two common
measures of the uncertainty. In Ch. 5 I show that this state has very poor scaling if we consider the
phase variance. The optimal input states as evaluated using the Holevo phase variance are derived,
and it is shown that all the common measures of the phase uncertainty scale as N ~! for these states.
Both the [j)4|j)» and % (I7Yald)e + 17 + 1)alj — 1)p) states are rough approximations of this state.

1.7 Experimental Imperfections

The majority of the work considered in this thesis ignores all experimental imperfections. This is
because the main motivation for this work is to lay a theoretical foundation for how far phase mea-
surements can, in principle, be improved, rather than to examine the limits to phase measurements
using current technology.

Firstly there are a number of problems that are very specific to the apparatus. For example an
inaccurate calibration in the phase shifter producing the phase ® will result in a corresponding error
in the measured phase. These types of problems are relatively simple to analyse, and as they are
very specific to the equipment used they will not be discussed here.

One problem that is common to any phase measurement is inefficient photodetectors. No current
photodetectors will register every photon. There are two main types of photodetectors with different
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efficiencies. Firstly there are large amplitude photodetectors that do not need to distinguish the exact
photon number. These are used for dyne measurements, where the photon counts are treated in the
continuous approximation. These can be made very efficient, and the best current photodetectors
have efficiencies around 98% [43].

The case of dyne measurements with inefficient detectors was considered in [35]. For the case
of coherent states, the analysis is simple, as an efficiency 1 can be treated by changing the mean
photon number from % to nm. This means that, for mark IT measurements, the phase variance to
first order is

1 -3
4dna? +0(e™)

1 1—n9
= O(a™3 1.86
1 T Ty +0(a™) (1.86)

V(9)

We will get the same result (to first order) for any other reasonably good phase feedback scheme
where the introduced phase variance is of higher order than the intrinsic phase variance. The phase
variance is in the form of the intrinsic phase variance plus an extra term due to the inefficient
photodetectors. As explained previously, the introduced phase variance is generally independent of
the input state (to first order). This means that

L—n
AV (p) = ppe (1.87)
will be the introduced phase variance due to the inefficient photodetectors for other states with
reduced phase uncertainty.

The second type of photodetectors is photon counters, that count photons one by one. This is
the type required for interferometric measurements, where we wish to alter the feedback phase after
every detection. These generally have far lower efficiencies, less than 90% [44]. This is a serious
problem, as the analysis breaks down if even a single photon is missed. Taking account of a fixed
probability of missing a photon would greatly complicate the analysis, and was not attempted in
this study.

Another problem, that is unique to phase measurements involving feedback, is the time delay in
the feedback loop. This is arguably an even more fundamental problem than inefficient photodetec-
tors, because the feedback loop cannot operate faster than the time it takes light to reach the phase
modulator. This is a very serious problem for short pulses. For example, if the pulse is shorter than
the distance between the phase modulator and the photodetector it is not possible to perform any
sort of adaptive measurement. Adaptive measurements rely on the pulse being sufficiently long that
the feedback phase can be altered during the passage of the signal.

Even if the time delay is a small fraction of the length of the signal, there will be an appreciable
increase in the phase variance. This was investigated by a highly simplified theory in Ref. [35], and
in Ch. 4 the introduced phase variance is estimated in a far more rigorous way.

1.8 Structure of the Thesis

This thesis is structured around the problems of determining the optimum input states and mea-
surement, schemes for dyne measurements and interferometry. The optimum input states for dyne
measurements are derived in Ch. 2, and the problem of performing optimum dyne measurements is
discussed in Ch. 3. Optimum input states for interferometry are discussed in Ch. 5, and optimum
interferometric measurements are discussed in Ch. 6. These chapters form the main theme of this
thesis. Some additional problems considered are time delays in Ch. 4 and continuous (rather than
pulsed) measurements in Ch. 7.

As mentioned above there are three main alternatives when considering optimum input states
for dyne measurements:
1. An upper limit is placed on the photon number.
2. The mean photon number is fixed, but the state is otherwise arbitrary.
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3. The state is a squeezed state, and the mean photon number is fixed.
These alternatives are considered in Secs 2.1, 2.2 and 2.3 respectively of Ch. 2. In each case both
canonical measurements and more general dyne measurements where h(n) & cn~? are considered.

The analytic results for canonical measurements and for general dyne measurements with an
upper limit on the photon number were previously derived in Refs [37, 35, 45]. These derivations
are summarised here, as the method involved sheds light on the method of solution for the more
complicated cases of general dyne measurements for fixed mean photon number and for squeezed
states. The accuracy of all these results is evaluated by extensive numerical calculations.

The problem of performing dyne phase measurements at the theoretical limit is too complicated
to solve analytically, and Ch. 3 therefore relies upon numerical methods. The various feedback
schemes are evaluated numerically by solving the stochastic differential equations (SDEs) for a large
number of samples. This is made simpler by using squeezed states, for which only the two squeezing
parameters need be kept track of. The problem of deriving the SDEs for the squeezing parameters,
as well as much of the background theory of the evolution of the state, is described in Sec. 3.3.

A series of different phase feedback schemes that give results progressively closer to the theo-
retical limit are described in Secs 3.5 to 3.7. The last of these is a corrected feedback scheme that
gives variances within about 5% of the theoretical limit. Lastly in this chapter, the possibilities of
surpassing the theoretical limit are considered.

The perturbation approach for time delays that is considered in Ref. [35] is repeated in a more
rigorous way in Ch. 4. It is shown that the same result is obtained for the final value of the
intermediate phase estimate, but this approach fails when it is performed for mark IT measurements.
In Sec. 4.3 an alternative approach based on the POM is considered that gives a result that is valid
not only for the mark IT measurements, but for all other feedback schemes. These results are all
backed by extensive numerical calculations in Sec. 4.4.

In Ch. 5 the optimum input states for interferometry are derived, as evaluated using the Holevo
variance for ideal measurements. The phase variance for these states scales as N2, so the uncer-
tainty scales as N~1. The Holevo variance for three alternative input states is calculated, and it is
shown that all of these have poorer scaling. The optimum input states are then evaluated under
several alternative measures of phase uncertainty, and are shown to have N ~! scaling for all of these.

In Ch. 6 a feedback scheme is introduced that approximates the ideal measurements very closely.
For optimal input states, the scaling in the phase variance under this measurement scheme is very
close to N 2. For photon numbers above 5, this measurement scheme is not exactly optimal, but it is
possible to solve numerically for the optimal feedback scheme (for small photon numbers). Although
it is not always possible to obtain variances as small as canonical, using this feedback scheme it is
possible to obtain variances smaller than canonical for some states. In Ch. 6 the resolution of this
apparent contradiction is discussed.

The last area that is considered in this thesis is that of continuous measurements. If we wish to
transmit information via the phase, a pulsed signal with a single phase is not very useful, as only
a single real number is transmitted. In order to transmit a significant amount of information we
can either send a whole series of pulses with different phases, or produce a constant beam with a
fluctuating phase. This is the alternative that is considered in Ch. 7.

In this chapter both the cases of dyne measurements and interferometry are considered. Unfor-
tunately the non-classical states with reduced phase uncertainty do not necessarily have equivalents
in the continuous case. This is because the reduced phase uncertainty is due to the back-action of
the measurement on the state. If the state does not change, then it is not possible to get the reduced
variance.

In the case of dyne measurements it is possible to consider squeezed states by altering the
statistics for the detections in time dt, but keeping « constant. Therefore both the coherent and
squeezed state cases are considered in Ch. 7. It does not seem to be possible to use this method for
interferometry, as we cannot alter the statistics for individual detections. Therefore only the case
with all photons in one port is considered in this chapter.



Chapter 2

Optimal Input States for Dyne
Measurements

There are, in general, two areas for improvement in the use of dyne measurements for phase esti-
mation. Firstly there is the input state, and secondly there is the measurement technique that is
used. In this chapter I will be focusing on optimising the input states for minimum phase variance
under various types of dyne measurements, and in the next chapter I discuss how to perform the
best possible dyne measurements.

In optimising the input states, there must be some constraint placed on the state, because we
can reduce the phase variance indefinitely by using larger and larger photon numbers. The limit of
this is phase eigenstates, which have zero intrinsic phase variance, but infinite mean photon number.
There are two main ways in which we can constrain the input states in order to avoid this problem.
One way is to place an upper limit on the photon number that the state can have contributions
from, and another way is to fix the mean photon number, but allow the state to have contributions
from indefinitely large photon numbers.

A third alternative is to consider squeezed states rather than arbitrary states. For these states
we can optimise the squeezing parameter while keeping the mean photon number fixed. The reason
for considering this case is that it is rather more realistic than considering arbitrary states, as it
is not possible to produce an arbitrary state experimentally, whereas it is possible to produce a
squeezed state. In addition squeezed states are easily treated numerically, as only the two squeezing
parameters need be considered, rather than the full state. A third reason is that squeezed states
give results extremely close to general optimised states for realistic dyne measurements.

I will firstly consider the case where there is an upper limit placed on the photon number.

2.1 Upper Limit on Photon Number

This case is far simpler than the case of a fixed mean photon number, and the analytic results were
derived before this study commenced. I will summarise the derivations here, however, as they are
necessary to understand the numerical results that will be presented. In addition, these derivations
cast light on how to derive the more complicated results with fixed mean photon number.

2.1.1 Canonical Measurements

Firstly I will consider the optimum states for canonical measurements. This is the simplest case,
and in fact the only case which is exactly soluble. It is solved, for example in Refs [37] and [35]. As
discussed in the introduction, the measure of the phase variance that will be used throughout this
thesis is the Holevo phase variance,

V(g) = |(e)] " —1. (2.1)

18
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For simplicity, the mean phase of the optimised state can be taken to be zero. This means that
<ez¢> is real. Therefore, rather than using Eq. (2.1), we can use

5 () + (7)) =1

= (cos¢) ? — 1. (2.2)

V(o)

This means that minimising the Holevo phase variance is equivalent to maximising (cos ¢). Thus
minimising the Holevo phase variance is equivalent to minimising the measure of the variance

V'(¢) = 2(1 — (cos ¢)). (2.3)

In addition, this measure of the phase variance has the same value in the limit of small variance as
the Holevo phase variance. This measure is not exactly equal to the Holevo phase variance, and as
is shown later it differs in the higher order terms. This is significant for general dyne measurements
where we wish to obtain higher order terms in the expressions for the phase variance.

Now recall from Eq. (1.52) that

() =D (@ln)(n+ 1) Hn 1 (2.4)
n=0
This means that we can represent e*? as the operator
exp(ig) = Y [n){(n + 1 Hpni1, (2.5)
n=0

and we can represent cos ¢ by the operator
o (o)
2cos ¢ = Z [n)(n+ 1|+ n+ 1)(n|] Hypt- (2.6)
n=0

When we put an upper limit of N on the photon number, we can replace this with
N1
2059 = Y [[n){n+ 1]+ |n+ 1)(n|]] Hypir- (2.7)
n=0

For canonical measurements H,, ,,+1 = 1, so this becomes

N—-1
208 = Y _ [In)(n+ 1| +|n+1)(n]. (2.8)
n=0

In general, when we wish to maximise (or minimise) the expectation value of some Hermitian
operator A while keeping the expectation values of other Hermitian operators B , C.. ., constant, we
use the method of undetermined multipliers. For this, we require that the matrix elements of all of
these operators, <n|X |m), be real, so the corresponding matrices are symmetric.

The state will be expressed as [¢)) = >, ¥,|n), where the coefficients v, are real. It is not
possible to obtain any smaller phase variance using complex 1,,. To see this, note that Eq. (2.7)
gives

=

2 <Cg-b\¢> = Z [¢:1r/)n+1 + ¢Z+1wn] Hn,n—i—l

3
i
<

2

= 3" 2Re ] oo, (2.9)

3
I
=
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From this it is clear that the maximal value of <cgs\q§> is obtained for real 921, 11. This in turn
implies that the minimum phase variance will be when arg(¢,,) is independent of n. Without loss
of generality arg(v,,) can be taken to be zero.

Therefore, taking the 1,, and increments di,, to be real, we obtain

dl X|y) = (d)) X|9) + (¥IX ()
= Y dvn (X [) + (@I XIn))

= 2(d(y]) X[¢). (2.10)

If we have a maximum of (A) while (B), (C)... are kept constant, then for any increment (d[t))
which does not change the expectation values of B, C ..., the increment in (4) must be zero also.
This means that if

(d@) X |9) =0, (2.11)
for X =B, C.. o thenk(d<z/1|)f1|w> must be equal to zero. This means that Al¢) cannot be linearly
independent of Bly), Cl¢) ..., so it must be possible to write

(a/l+ﬂ3+'yé+...) ) =0, (2.12)

for some combination of constants a, 3, v.. ..
We wish to maximise the expectation value of the above operator with the single constraint that
the state is normalised. Using the method of undetermined multipliers gives

[a (2c€s\¢>) + 51] ) = 0. (2.13)
Rearranging this gives the eigenvalue equation
(2cos gzﬁ) ) = ). (2.14)
When we expand the state in terms of the photon number states |¢) = Zﬁ;o Y |ny, we find
N—1 N
D Wasaln) + gnln+1)) = > vibnln). (2.15)
n=0 n=0
Rearranging this gives
N-1 N N
S Yngaln) + 3 tuciln) =D vipln). (2.16)
n=0 n=1 n=0
This equation is equivalent to the recurrence relation
wn+l = an - ¢n—la (217)
for 0 < n < N, with the boundary conditions
7[’1 = Vl/)Oa
wN—l = l/wN. (218)

The recurrence relation (2.17) is satisfied by exponentials of the form
wn _ e:tinacos%. (2.19)
To obtain real solutions, we can use

wn = Re (Aeinacosg) . (220)
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The boundary conditions can be more conveniently expressed by extending the range of the recur-
rence relation to 0 < n < N, and taking

wfl = 07
¢YN41 = 0. (2.21)
The first boundary condition then gives the phase of A as
v om
A= - — —. 2.22
arg acosy — 3 (2.22)

This boundary condition does not give the magnitude, which must be found by normalisation. The
last boundary condition gives

(N + Q)acosg = km, (2.23)

where k is an arbitrary integer. The eigenvalues are therefore

km
=2 2.24
Vi cos (N n 2) , (2.24)

and the coefficients for the corresponding (unnormalised) eigenvectors are

i(n+1)km

P = Re (—ie N2 )

sin (%) . (2.25)

It is clear from Eq. (2.14) that

<2c€s\¢> —, (2.26)
SO
V(g)=(v/2)"* - 1. (2.27)
Therefore the eigenvalue that minimises the Holevo phase variance is the maximum eigenvalue,
i
=2 — . 2.28
v Ccos ( N 2) (2.28)

For this eigenvalue the exact Holevo phase variance is

V() = <cos <N12>)2 -1

= tan? (NLH) . (2.29)

The state is given by

%) (n+ ””) In). (2.30)

1 N
B ,/N/2+1,§)Sln< N +2

Here the factor of 1/4/N/2 + 1 is required for the state to be normalised.
Note that for large photon number we have

V(¢) = tan? <NL+2>

2
- iy
- <N+2)

2

N2

Q

(2.31)

This means that the minimum intrinsic phase variance scales down as rapidly as N 2.
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2.1.2 General Dyne Measurements

The method of solution for canonical measurements can be generalised to the case of more general
dyne measurements, where instead of H,, 41 = 1, we have

Hn,n—i—l = 1 — h(n)
~1—cnP. (2.32)

This case was also considered in Ref. [35]. Again the eigenvalue equation is

(20056) [ = viw), (2.33)
except this time
N-1
2c0s ¢ [n)(n+ 1]+ |n+ 1)(n|]] Hnnt1
Zi?
= [[n)(n+ 1] + |n + 1)(n|] (1 = h(n)). (2.34)
n=0
Expanding this out gives
N-1 N N-1 N
> Wnprln) + > tnoaln) = Y [h(n)Ynialn) + h(n)galn + 1)] = > vipaln),
n= n=1 n=0 n=0
N-1 ’ N N— N N
D tngaln) + > naln) — Z M ni1ln) =Y h(n = 1)n_1ln) = vipn|n). (2.35)
n=0 n=1 n=0 n=1 n=0

This gives the recursion relation for 0 <n < N,

wn-ﬁ—l + '(/)n—l - h(n)wn—i-l - h(n - 1)wn—1 = an- (236)

In order to solve this, in Ref. [35] the photon number n is treated as a continuous variable, and
the coefficients v,, are replaced with the function ¢ (n), which is assumed to be twice differentiable.
Then the approximations are made

32
v+ )+ o= 1)~ |24 2| vl (2.37)
h(n)yp(n+ 1)+ h(n — 1)(n — 1) = 2h(n)(n). (2.38)

The second approximation (2.38) is based upon using h(n) ~ h(n—1) and ¢(n+1)+1(n—1) ~ 2¢(n).
The second derivative is not used, because this term is already much smaller than ¥ (n).
With these approximations, the eigenvalue equation becomes

(2 + 88—; - 2cnp> b(n) = vip(n). (2.39)

In Ref. [35], the term 2cn ™7 is linearised about n = N, and the variables are changed toy = 1—N ~!n.
The equation is then

(- g ) 600) = o), (2.40)
where

ap = N?(2 — v, —2¢N7P),
b= 2cpN?7P. (2.41)
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The boundary condition is t(0) = 0, and the boundary condition at y = 1 is ignored.

Note that, similarly to the case for canonical measurements, the exact boundary conditions
should be _1 = ¥)ny4+1 = 0. In terms of y, this means we should have ¢ (y) = 0 for y = —1/N and
1+1/N. The 1/N terms in these boundary conditions are ignored, as they merely give higher order
corrections to the results.

Using these approximations, the solutions are

Ui(y) oc Ai(zg +b%y), (2.42)

where Ai is the Airy function and zj is the kth real zero of the Airy function satisfying 0 > z; >
z9 > .... The eigenvalues are

v =2 (2cN—P + |zl (2cp)2/3N—2<1+P>/3) : (2.43)

and so it is obvious that the maximum eigenvalue is for k = 1. The corresponding Holevo phase
variance is

V(g) = (me/2)7* 1
[1 - (CN_” + 3 |21 (2cp)2/3N_2(1+p)/3)} s 1

Q

|1+ (26N 77+ ] (2ep)?ANT20H0/) 4 3(eN )] —1
= 2eN 7 + |21 (2ep)* PN THIID/E 4 3N, (2.44)

This method should be used rather than using the approximation V(¢) ~ 2 — vy, (as is used in [35]),
as the third term here will be of the same order as the second for mark I measurements.

The value of the first zero of the Airy function is z; =~ —2.33810741045976. Using these results,
and the values of ¢ and p for heterodyne, mark I and mark II measurements given in Table 1.1, the
variances for these measurements should be given by

V(fhet) = LNT1 40.927879 x N =43, (2.45)
V(gr) ~ IN7Y2 40.631402 x N7, (2.46)
V(pn) ~ SN2 40.765947 x N~°/3, (2.47)

The second term for mark I measurements here includes the third term from Eq. (2.44). This term
has been omitted in the other two cases, as it is of higher order. As is discussed in the next section,
hi(n) has an extra term of order N ~!. This term would also need to be taken into account in order
for the second term for mark I measurements to be accurate.

2.1.3 Numerical Results

These analytic results have been verified numerically by calculating the optimised states for het-
erodyne measurements and adaptive mark I and II measurements. For moderate maximum photon
numbers the calculations were exact. For heterodyne measurements the vector hpet(n) is given
exactly by [34]

I'(n+3/2)

VI (n+1)T(n+2)
This form of the equation can not be used for large n due to roundoff error. For n > 10 the first
twelve terms of an asymptotic expansion were used, giving results as accurate as or more accurate
than the exact expression (2.48). These terms were determined from the asymptotic expansion for
log T (n) [46], and are given below:

Pnet(n) =1 (2.48)

s (n) 1 _ 1 _ 5 n 21 n 399 _ 869
het 8n+1) 27(n+1)2 20(n+1)3 ' 25(n+ )3 | 28(n+1)5  222(n + 1)0
39325 334477 28717403 59697183 8400372435 34429291905

C25(n+1)7 + 231(n 4 1)8 + 24(n4+1)%  238(n+1)10  241(p 4 1)11 + 246(n 4 1)12 +
(2.49)
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The exact expression for mark I measurements is slightly more complicated. From [34] the exact
expression for H,,, for mark I measurements is

Lm/2] [n/2]

Hyo= 0> YnptngMP, (2.50)
p=0 ¢=0

where |m/2] is the integer part of m/2,

N

mp = ———————, 2.51
mp 2P (m — 2p)!p! (251)
and MP? are calculated using the recursion relation
Mnfl,m Mn,mfl
mrm = L tm , (2.52)
2(n—m)24+n+m
with the boundary values
1 1
Mn,O — MO,n — (253)

Cn+D)@2n—1)...1 (Cn+DI’
The values of hy(n) =1 — H}ln 41 were calculated up to n = 3000 using this expression. Further
values were extrapolated by fitting an asymptotic expansion to the results below 3000. The first
term, 1/(84/n), was assumed, and three further terms were obtained by fitting techniques. The
terms found were

1 0.101561734071163  0.0508542807551548 n 0.0959147066823866

hi(n) ~ snl/z " - 372 n2

(2.54)

These coefficients were the exact values used in calculations, but the digits given do not reflect the
accuracy of the fit. (I have given all digits used so that it is possible to accurately reproduce the
results.)

The exact expression for mark II measurements is even more complicated than that for mark I
measurements. From [34] the expression is

[m/2) [n/2] LoD\
Hy,= > %np%q<<1+D*> Dp(D*)q> . (2.55)
p=0 ¢=0

Q

where D = BA*/A, and the subscript ) indicates that the expectation value is for the “ostensible”
or vacuum distribution. This notation differs slightly from that in [34], where the symbol C' was
used, rather than D. In Ref. [34] it is shown that

(D"D*™) o = M™™, (2.56)

where M™™ is calculated as above. In order to obtain hip(n) we require H,ILI,L 11- In order to calculate
these we can expand Eq. (2.55) to obtain

Ln/2] L(n+1)/2] 3/2 L(1/2-1)
H’IILITL+1 Z Z TnpVn+1,q Z Z T le+p7l+q, (257)

k=0 1=0

where
(@) =ala+1)...(a+n-1). (2.58)

The infinite sum in (2.57) can be determined to within double precision (15 digits) by summing
about the first 100 terms. The values of hy(n) were calculated up to n = 1000 in this way. I
attempted to obtain the higher order terms using this data set in a similar way as for the mark
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minimum phase variance
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Figure 2.1: The minimum phase variance for heterodyne measurements on states with an upper
limit N on the photon number. The exact calculations are shown as the crosses, the continuous
approximation as the circles, and the asymptotic analytic expression as the continuous line.

I case, but unfortunately it was not found to be possible to consistently obtain any terms beyond
%n_m. Therefore all elements beyond n = 1000 were determined using hy(n) ~ 1—16n_1'5.

Using the above methods for calculating h(n), the minimum phase variance was determined
by numerically determining the eigenvalues for heterodyne, mark I and mark IT measurements, for
photon numbers up to 2'8. These calculations were exact except for the above approximations to
h(n) for mark I and IT measurements.

For larger photon numbers it was not feasible to solve the exact eigenvalue problem, but an
approximate solution was obtained by using the continuous approximation of the eigenvalue problem
and discretising it. In order to reduce the number of intervals required in the discretised equation,
the equation was solved for three different numbers (512, 1024 and 2048) of intervals. The result
for the continuous case was then estimated by projecting to zero step size assuming the error is
quadratic in the step size. The approximations that were not made (that were made in order to
derive the analytic result) were the linear approximation of h(n) and the omission of the boundary
condition at y = 1.

The results for heterodyne measurements are shown in Fig. 2.1. The results for the exact calcu-
lations agree extremely well with the results for the continuous approximation over the region where
both values have been calculated. This indicates that the continuous approximation is a very good
approximation of the exact eigenvalue problem.

The results also agree well with the asymptotic expression (2.44), with good agreement for photon
numbers above 100. In order to better see the difference between the numeric results and the analytic
expression, and in particular to see how accurate the second term in the analytic expression is, it is
convenient to define the parameter z by

V(¢) — 2cN =P

z = (ch)2/3N—2(1+p)/3 . (259)

From Eq. (2.44), provided the third term 3¢>N~2P can be ignored, this should converge to |z;| ~
2.338107. The values of z for heterodyne measurements are plotted in Fig. 2.2. Again there is
extremely good agreement between the values calculated exactly and those calculated using the
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Figure 2.2: The value of z for heterodyne measurements on states with an upper limit N on the
photon number. The exact calculations are shown as the crosses, the continuous approximation as
the circles, and the theoretical asymptotic value of |z1| & 2.338107 is shown as the dash-dotted line.

continuous approximation. The value of z does not converge closely to |z1| until a photon number
of around 106. In fact, we do not have 1% agreement until a photon number of 8 x 108.

The results for mark I measurements are plotted in Fig. 2.3. The asymptotic expression plotted
here is Eq. (2.46), which includes the extra 3c2N~2P term. There is good agreement between
the results and this asymptotic expression for photon numbers above about 10. There is also
good agreement between the values calculated exactly and those calculated using the continuous
approximation.

For mark I measurements the values of z cannot be expected to converge to |z1| due to the extra
3c2N~% term. From the asymptotic expression (2.46), the asymptotic value including this term
should be 2.525607. As can be seen in Fig. 2.4, however, z does not converge to this value. The
reason for this is that the second term of the asymptotic expression for V(¢r) is of the same order as
the second term in the asymptotic expression for hi(n) in Eq. (2.54). Taking account of this term,
V(¢1) should be

V(gr) ~ tN7Y2 40.428278 x N7, (2.60)

and z should converge to approximately 1.713114. This value is also plotted in Fig. 2.4. As can be
seen, the results converge quite accurately to this value. The results for the largest photon numbers
do not agree accurately; however, this is just due to poor convergence of the numerical technique.

The results for mark IT measurements are plotted in Fig. 2.5. In this case there is good agreement
between the results calculated using the two different methods, and the results appear to be close
to the asymptotic result for photon numbers above about 10°. When we look at the values of z (see
Fig. 2.6), we see that there is again excellent agreement between the results calculated using the two
different methods, but there is good agreement with the asymptotic value only for photon numbers
above 1010, In fact, we require a photon number above 5 x 10 in order to have better than 1%
agreement.

Note that in [35] it is claimed that there should be good convergence to the asymptotic values
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minimum phase variance
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Figure 2.3: The minimum phase variance for mark I measurements on states with an upper limit NV on
the photon number. The exact calculations are shown as the crosses, the continuous approximation
as the circles, and the asymptotic analytic expression as the continuous line.
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Figure 2.4: The value of z for mark I measurements on states with an upper limit N on the photon
number. The exact calculations are shown as the crosses, the continuous approximation as the
circles, and the theoretical asymptotic value of 2.525607 is shown as the dash-dotted line. The
asymptotic value taking into account the second term for hi(n) is shown as the dotted line.



28 CHAPTER 2. OPTIMAL INPUT STATES FOR DYNE MEASUREMENTS

minimum phase variance

IR

OI
N
o

10

Figure 2.5: The minimum phase variance for mark II measurements on states with an upper limit
N on the photon number. The exact calculations are shown as the crosses, the continuous approxi-
mation as the circles, and the asymptotic analytic expression as the continuous line.
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Figure 2.6: The value of z for mark II measurements on states with an upper limit N on the photon
number. The exact calculations are shown as the crosses, the continuous approximation as the
circles, and the theoretical asymptotic value of |z1| = 2.338107 is shown as the dash-dotted line.
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for

103 1/(1-p)
N> (— . 2.61
_@@) (2.61)

This means that there should be good agreement with the asymptotic values for photon numbers
above about 4000, 400 and 3 x 107 for heterodyne, mark I and mark II measurements respectively.
The numerical results obtained here show that, in order to have better than 1% agreement with the
asymptotic results, the maximum photon numbers should be above about 8 x 10, 4000 and 5 x 104
respectively.

These apparent discrepancies of many orders of magnitude are not so great when considered in
terms of the difference in z rather than the photon number. For a photon number close to 4000
for heterodyne measurements, z is about 13% from the asymptotic value, which is not very poor
agreement. Similarly for a photon number around 400 for mark I measurements the value of z is 4%
from the asymptotic value, and for a photon number around 3 x 107 for mark II measurements the
value of z is 17% from the asymptotic value. Nevertheless, these discrepancies are still larger than
would be expected.

To understand the reason for this, note that the criterion used in [35] was that 99.5% of the
solution ¥(y) [as given by Eq. (2.42)] be confined within the lower half of the interval [0,1]. This
criterion means that the approximation that we can ignore the boundary condition at y = 1 is very
good, but it is a fairly weak criterion for the approximation that we can linearise h(n) about n = N
(equivalent to y = 0). A better criterion for this approximation to be accurate is that 99.5% of the
solution be confined within y < 0.04. This criterion means that we require 56=/3 < 0.04, where

b = 2cpN?~P, and gives

106 1/(2-p)

N > (—) . (2.62)
cp

With this criterion the minimum photon numbers for heterodyne, mark I and mark II measurements

are 8 x 105, 6 x 10* and 10'* respectively. With the exception of the mark I result, these values are
much closer to the photon numbers required for 1% agreement with the asymptotic value of z.

2.2 Fixed Mean Photon Number

The next case that I consider is that where, rather than an upper limit being put on the photon
number, the mean photon number is fixed. This case is rather more complicated, as the method
of undetermined multipliers gives two undetermined constants, so the problem is more complicated
than a simple eigenvalue problem.

2.2.1 Canonical Measurements

The simpler case of canonical measurements with a fixed mean photon number was solved by Summy
and Pegg [37]. T will give the derivation here, as it is simple and indicates the method of solution
for the case of general dyne measurements. I am giving a different but equivalent version of the
derivation for consistency with the other derivations given in this chapter.

We wish to maximise the expectation value of QCES\(b while keeping the state normalised and the
photon number constant. Using the method of undetermined multipliers gives the equation

[oz (2537;5) + 1+ 71\7} ) = 0. (2.63)
Rearranging this gives
[(20056) = ui¥] [1) = wly). (2.64)

This has two unknown constants, and therefore cannot be solved as a simple eigenvalue problem.
Instead what we do is solve it as an eigenvalue equation for v with a fixed value of u, and the
eigenstate corresponding to the maximum eigenvalue is an optimised state. The mean photon
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number can then be found from this state. We can obtain a range of mean photon numbers by
adjusting pu.
Expanding the equation out in terms of the number coefficients of |¢) gives

Z wn+1‘n> + Z ¢n71\n> - Z ,L“;[}nn|n> = Z V"/}n|n>7 (265)
n=0 n=1 n=0 n=0

which implies the recurrence relation

¢n+1 + wnfl - l“l)nn - an- (266)

Similarly to the derivation for general dyne measurements when there is an upper limit on the photon
number, we can use the continuous approximation where we replace ,, with ¥ (n), and use

82
With this approximation the recurrence relation becomes the differential equation
82
(—W n un> b(n) = 2 - )(n). (2.68)

This equation is exactly equivalent to the differential equation obtained in the maximum photon
number case (2.40), and it therefore has the solutions

Yr(n) o Ai(zy + p'/°n), (2.69)

with the eigenvalues
Ve =2 — |z p?/3. (2.70)

It is clear that the solution that maximises v is again that with £ = 1. In Ref. [37] the authors say
that the solution must have a zero for n = —e, where 0 < € < 1. The boundary condition for the
discrete equation is ¥_1 = 0, which implies that the solution should have a zero for n = —1. I will
take 1(0) = 0 here, as the difference only gives higher order terms to the solution.

It can be shown numerically that

<z1 + u1/3n> ~ —0.779369136819922. (2.71)
For brevity I will call this constant (X) (for consistency with [37]). Rearranging this gives

s _ (X) -z (2.72)

I
(n)
This gives the relation between the mean photon number and p. The eigenvalue is then

el () -2

Vv = 2 <n>2 (273)
From Eq. (2.64) it is clear that
<2c€s\¢> —p{n) =w. (2.74)
Substituting the values for y and v from above gives
— _ 3 _ 2
seosg) - =2 5 [a[((X) = 21)" (2.75)
(n)” (n)?
This simplifies to
(X)) ((X) = z)?
2— <2cos ¢> = (X (« g 21) (2.76)
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Figure 2.7: The phase variance multiplied by the square of the mean photon number for states
optimised for minimum phase variance with the constraint of fixed mean photon number. The
theoretical asymptotic value of 1.893606 is shown as the dash-dotted line.

Therefore the phase variance is
~1.89360591826155

ﬁQ

V(o) (2.77)

This is the result obtained in [37]. Therefore we see that the phase variance for optimum states
scales as 72, the same as for the case with an upper limit on the photon number. Note that it is

accurate to approximate the Holevo phase variance by 2 — <2€gs\¢> here, as the differences will be

of order m—2.

This analytic result has been verified by determining the optimum states numerically. The eigen-
value problem was solved with various values of y, and for each value of ;1 the maximum eigenvalue
was chosen, and the mean photon number was determined from the corresponding eigenstate. In
order to make the problem finite, the state coefficients were only considered for photon numbers up
to around 11 times the mean photon number of the state. At this point the state coefficients had
fallen to around 10716,

The results multiplied by @2 are plotted in Fig. 2.7. The results converge rapidly to the asymp-
totic value, with agreement within 1% of the asymptotic value for mean photon numbers above
about 250. Note that it does not make sense to perform calculations with the continuous version of
the eigenvalue equation, as this case was solved exactly.

2.2.2 General Dyne Measurements

Now I will consider the case of optimising for minimum phase variance with a fixed mean photon
number for the case of more general dyne measurements. The complete derivation is original to
this study, and is based on a partial derivation by Zhong-Xi Zhang (personal communication). This
derivation was published in a brief form in [47].

Similarly to the case of canonical measurements, the method of undetermined multipliers gives
the equation

[(20056) = ui¥] [1) = vly). (2.78)
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For the case of more general dyne measurements, we have
2c0s =Y _ [In){n + 1| + [n+ 1){n]] (1 - h(n)). (2.79)
n=0

If the state is expressed in the number states basis

=3 uln), (2.80)
n=0

then Eq. (2.78) can be expanded to obtain

oo

D tnialn) + Y tnoaln) = > h(n)Pnialn) — Z n = 1)t 1|n)
n=0 n=1 n=0

- Z pbnnin) = Z vipy|n). (2.81)
n=0 n=0
This gives the recurrence relation
wn+1 + "/}nfl - h(n)'@[]nJrl - h(n - 1)¢n71 - /‘wnn = V¢n~ (282)

Similarly to the derivation for an upper limit on the photon number, we can treat n as a contin-
uous variable, and make the approximations

2
Y(n+1)+n—1) = [2 + 88 2} p(n)
h(n)w(n+ 1)+ h(n — Dp(n — 1) = 2h(n)(n). (2.83)
Using these approximations, Eq. (2.82) becomes
2
df()+¢<n h(n) + v + pn — 2 ~ 0. (2.84)
Now define
f(n) =2h(n) +v+pn—2. (2.85)
To solve Eq. (2.84), it is convenient to expand f(n) in a Taylor series around
—-1/(p+1)
([~
ne = (2Cp) . (2.86)
The derivatives of f(n) are
f(no) = 2h(no) + v + pno — 2, (2.87)
f'(no) = 20" (no) + =0, (2.88)
f"(no) = 210" (no) = 2ep(p + 1)ng P2, (2.89)
" (ng) = =2¢p(p +1)(p+2)ng ">, (2.90)

Note that this technique requires that the number distribution has its maximum near ng. This is
justified in the derivation in Appendix A.1.

Using the Taylor series for f(n), and defining fo = f(no), fo = f"(no)/2 and f3 = "' (ng)/6,
Eq. (2.84) becomes

{—j—; + [(n - no)?fo + (n — n0)3f3] } P(n) = —fory(n). (2.91)
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Note that —fy = 2 — (2h(ng) + v + ung), so the above equation is equivalent to solving (2.78) as
an eigenvalue equation for v with a fixed value of u. Now Eq. (2.91) is equivalent to the time-
independent Schrodinger’s equation with energy eigenvalue

E=—f, (2.92)
for a perturbed harmonic Hamiltonian H. We can apply perturbation theory with
H = Hy + H,, (2.93)
. d? )
Hy = _W + [fg(n — no) } s (294)
Hy = fs(n—no)*. (2.95)

This perturbation theory derivation is fairly lengthy, and the details are contained in Appendix
A.1. Tt is shown that the energy eigenvalue of the unperturbed ground state is /f2, and that the
mean photon number for the perturbed state is

p+2 p/2

n~ny+ mno . (2.96)
Using this we can find the minimum phase variance based on
(2€08 @) ax = (V + 17 ) max- (2.97)
This can be evaluated as
v+ pun =2—2h(n) + f(R). (2.98)
Using a Taylor expansion for f(7) gives
v+ pn =2 —2h(7) + fo + (@ —no)* fo. (2.99)

Using the result for 7 in Eq. (2.96), the last term is of order 2, which is small enough to be
omitted here.

It is shown in Appendix A.1 that the energy eigenvalue of the state corresponding to the smallest
phase variance is v/f2. The correction found by perturbation theory is of order 72, and can be
omitted. As —fj is the energy eigenvalue, we get

v+ un=2-— [2h(ﬁ) + fg}

—2_ [2cﬁ—p +/epp + 1)n5”/2*1} . (2.100)

The Holevo phase variance is then given by

V(9) = [(v+pn)/2] 72 1
~ 2cn7P 4+ \/ep(p + 1)a P27 4 3272, (2.101)

Note that the first term here is the same as the result when an upper limit is put on the photon
number, but the second term scales as a different power of 7. Similarly to the case where there is
an upper limit on the photon number, the phase variance should be found in this way rather than
using V(¢) ~ 2 — (v + pi). This method gives the extra term 3¢2n~2P, which is of lower order than
the second term for mark I measurements. This term can be ignored in the other two cases, as it is
of higher order.

Using this relation, the Holevo phase variance for the three cases, heterodyne, mark I and mark
II, should scale as

V(fhet) = 2=t + 1a=3/2) (2.102)
3 V3
\% ~lpml/2, gl VY g5/ 2.103
_ V15 __
V(pu) ~ 132+ =<7 /4, (2.104)
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For mark I measurements there will also be a term of order m~! due to the second term in the
expansion for hr(n). Taking this term into account the variance should be

V3 o4,
42

The case of heterodyne detection is of particular interest because it differs radically from the
result claimed by D’Ariano and Paris [48] of

Vi(gr) ~ 1nY% —0.156248 x n " + (2.105)

1.00 £ 0.02
V(¢het) = A130£0.02 (2.106)

As the quoted errors suggest, this result was obtained entirely numerically, in contrast to the analyt-
ical result obtained here. Judging from the graphs given in [48], the numeric fit was performed for
relatively small photon numbers, only up to about 100. As was found in previous sections, it gen-
erally takes very large photon numbers for the asymptotic scaling to become evident. In Sec. 2.2.3
I present numerical results that show that the analytic result in Eq. (2.103) is a far better fit than
the power law of D’Ariano and Paris.

2.2.3 Numerical Results

These analytic results have been verified by numerically calculating the optimum states for dyne
measurements with a fixed mean photon number. In these calculations the values of h(n) for hetero-
dyne, mark I and mark IT measurements were calculated using the formulae described in Sec. 2.1.3.
The phase variances and photon numbers were determined in a similar way as in Sec. 2.2.1. Fixed
values of u were used, and for each value of p the maximum eigenvalue was found, and the mean
photon number was determined from the corresponding eigenvector.

Similarly to Sec. 2.2.1 a cutoff was used at a photon number sufficiently above the mean photon
number that the state had fallen to around 10716, In addition, calculations were performed using the
continuous approximation in order to obtain results for very large photon numbers. The method used
was similar to that used in Sec. 2.1.3. The phase variances and photon numbers were determined for
512, 1024 and 2048 intervals, and the result for the continuous case was then estimated by projecting
to zero step size.

The results for the exact case and continuous approximation for heterodyne measurements are
shown in Fig. 2.8. The power law claimed by D’Ariano and Paris is also shown in this figure. As
can be seen, there is good agreement between the numerically calculated values and the asymptotic
analytic expression for photon numbers above 100. There is also excellent agreement between the
values calculated exactly and those calculated using the continuous approximation.

Note that the power law of D’Ariano and Paris gives good agreement for photon numbers below
100, better than the asymptotic analytic expression obtained here. For photon numbers above 100,
however, this power law differs greatly from the numerically calculated values, demonstrating that
this power law is not the correct asymptotic scaling.

In order to see how accurately the numerical results agree with second term in the asymptotic
limit, we can define the parameter z in a similar way as was defined in Sec. 2.1.3:

V(é) —2en?

z =
n—p/2—-1

(2.107)

Provided the term 3¢ 2P can be ignored, the asymptotic value of z should be /cp(p +1). This
parameter is plotted in Fig. 2.9. Again there is excellent agreement between the values calculated
exactly and the continuous approximation. There is still a small but significant difference between
the numeric values and the asymptotic limit for a photon number of 100, but for photon numbers
above 10* there is better than 1% agreement with the asymptotic value.

The calculated results for mark I measurements are shown in Fig. 2.10. In this case the algorithm
for calculating the continuous approximation did not give convergent results, so only the exact results
are shown. There is good agreement with the asymptotic expression (2.103) for photon numbers
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Figure 2.8: The minimum phase variance for heterodyne measurements on states with a fixed mean
photon number. The exact calculations are shown as the crosses, the continuous approximation as
the circles, and the asymptotic analytic expression as the continuous line. The power law claimed
by D’Ariano and Paris for heterodyne detection is also plotted (dash-dotted line).
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Figure 2.9: The value of z for heterodyne measurements on states with a fixed mean photon number.
The exact calculations are shown as the crosses, the continuous approximation as the circles, and
the asymptotic value of 1/2 as the dash-dotted line. The results for squeezed states are shown as
the continuous line.
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Figure 2.10: The minimum phase variance for mark I measurements on states with a fixed mean
photon number. The exact calculations are shown as the crosses and the asymptotic analytic ex-
pression as the continuous line. The analytic expression taking account of the second term for hi(n)
is shown as the dotted line.

above about 100. The asymptotic analytic expression taking account of the second term for hi(n)
is also shown in this figure. As can be seen, the numerical results agree with this expression even
more accurately, with good agreement for photon numbers above about 10.

For mark I measurements there is a term of order 7!, so we can not expect z to converge to
vep(p+1). Using Eq. (2.105), we see that z should converge to

Vep(p+1) — 0.156248 x mt/4, (2.108)

The value of z is plotted in Fig. 2.11, and as can be seen it converges reasonably accurately to this
value, but not to \/cp(p + 1).

The results for mark IT measurements are shown in Fig. 2.12. There is very good agreement with
the asymptotic analytic expression, and between the results calculated using the exact method and
continuous approximation. If we plot z (Fig. 2.13), we find that the second term does not agree well
until very large photon numbers. In fact, a photon number greater than 7 x 108 is required to obtain
better than 1% agreement. The agreement is again poor for the largest photon numbers; however,
this is just due to poor convergence of the numerical technique.

2.3 Optimised Squeezed States

As an alternative to optimising completely general states with a fixed mean photon number, we can
restrict our attention to squeezed states. As mentioned in the introduction to this chapter, there
are three reasons for this:

1. Squeezed states are relatively easily generated in the laboratory, whereas there is no known way
of producing general optimised states experimentally.

2. Squeezed states can be treated numerically far more easily than general optimised states.

3. It has been found numerically (see Sec. 2.3.4) that the phase uncertainties of optimised squeezed
states are very close to those of optimised general states, and a partial theoretical explanation can
be obtained by the following analysis.



2.3. OPTIMISED SQUEEZED STATES 37

Figure 2.11: The value of z for mark I measurements on states with a fixed mean photon number.
The exact calculations are shown as crosses. The asymptotic value ignoring the second term in
Eq. (2.105) is shown as the dash-dotted line, and the asymptotic expression taking this term into
account is plotted as the dotted line. The results for squeezed states are shown as the continuous
line.
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Figure 2.12: The minimum phase variance for mark IT measurements on states with a fixed mean
photon number. The exact calculations are shown as the crosses, the continuous approximation as
the circles, and the asymptotic analytic expression as the continuous line.
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Figure 2.13: The value of z for mark II measurements on states with a fixed mean photon number.
The exact calculations are shown as the crosses, the continuous approximation as the circles, and
the asymptotic value of v/15/8 as the dash-dotted line. The results for squeezed states are shown as
the continuous line.

Squeezed states can be described by just two parameters, the coherent amplitude and the squeez-
ing parameter. When the mean photon number is fixed there is only one independent parameter,
and the optimisation problem is reduced to function minimisation in one dimension.

2.3.1 Canonical Measurements

Again the simplest case is that of canonical measurements. This case was solved by Collett [45], and
I will outline the derivation here. The squeezed states considered are of the form

|, ¢) = exp(aa’ — a*a) exp[(¢*a? — ¢a'”)/2]|0). (2.109)
The mean photon number for this state is given by
i = |al? + sinh? (| . (2.110)

Using this relation we can take a fixed value of 71, and vary ¢. The value of o can then be determined
from 7 and (.

One complication is the phases of a and {. Only relative phase is important, so the phase of ¢
can be considered relative to «. Specifically, if the phase of « is rotated by €, an equivalent state is
obtained by rotating the phase of ¢ by 20. We can therefore take the phase of a to be zero without
loss of generality.

All of the following analysis relies on ¢ being real also. We can see that ¢ should be real if we
consider the phase quadrature diagram for the state. As in the introduction, the general quadrature
Xg is given by

X = ae™ " +ale’®. (2.111)
The 0 and 7/2 quadratures are therefore

Xo = (a+ab), (2.112)
X, /g = —i(a—al). (2.113)
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Figure 2.14: Contours of the probability distribution for X and X /5. The contour for a coherent
state is shown as the continuous line, and a contour for a squeezed state with ¢, = 7 is shown as
the dotted line.

For squeezed states the expectation values of these operators are

<Xo> = 2|a|cos ¢, (2.114)
<Xw/2> = 2|a[sin, (2.115)
where ¢ is the phase of a. In addition, the uncertainties of these quadrature operators are
<A)§'§> = ¢%" sin? %(ﬁg + €727 cos? %qbg, (2.116)
<AX7QT/2> = % cos® So¢ + e " sin” Lo, (2.117)

where 7 and ¢ are the magnitude and phase of ¢.

A common way of representing coherent and squeezed states is by a contour of the probability
distribution for the measured values Xo and Xy /5, as in Fig. 2.14. The contour for a coherent state
is a circle; however, the contour for a squeezed state is an ellipse, with the major axis at an angle
3 (¢ +).

If we are considering small deviations from zero phase,

<X0> ~ 2]al, (2.118)

<Xﬂ/2> ~ 2|l ¢, (2.119)

so measuring Xy gives information about the photon number, whereas measuring X, gives in-
formation about the phase. If the actual phase is zero, then ¢¢ should be equal to 7 in order for
X7 /2, and therefore the phase, to have a reduced uncertainty. This means that ¢ should be real and
negative in order to have a phase squeezed state.

A complex value of ¢ will mean that the major axis of the ellipse is at an angle from the
horizontal, and this should give a larger phase uncertainty than if the ellipse is horizontal. This is
not a rigorous derivation, and I have found numerically (see Fig. 2.18) that for very small 7 the
optimum ( is positive. Even for these exceptional values of 7, complex values of { were never found
to give a better result. It is therefore reasonable to assume a real value of ( in the following analysis.

In order to determine the phase uncertainty, we wish to determine

(cosd) = 53 (o, + 1], ) + {a, -+ 1)nla ). (2.120)

n=0
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Collett determines this sum using the number state representation of squeezed states as given by
[49]

{nla, ¢) = (nlp) ™2 (v/20)" 2 Ho[8(2pw) =2 exp[ =187 /2 + (v* /21) 5%, (2.121)
where
i = coshr, (2.122)
v = €% sinhr, (2.123)
B =au+a*v. (2.124)

The H,, are Hermite polynomials and are given by [46]

Hy(x)=n! > % (2.125)

Note that this formula is for the general case of complex v and (.
Collett evaluated this for real o and real, negative (, and found

—\ _ ~ (cothr —1)? ( L)]
<cos ¢> ~ erf(v/2n1) {1 PRy e 1+ s ) | (2.126)

where
ni = $a*(1 — tanhr). (2.127)

This in turn gives the phase variance as

1
Vi(g) = nz; + 2erfe(v/2no), (2.128)

where ng = ne~?". Taking the derivative with respect to ng gives

0 1 8

a—nOV(qﬁ) N W—noe*Q"O. (2.129)
This is zero for
Y (2.130)
4n? ™ ’ '
or
ng = log(4n) — 1 log(2mno). (2.131)

In Ref. [45] the factor of ng is omitted in the second term on the right hand side. We can make a
slightly better approximation by using ng =~ log(47) on the right hand side, so

no ~ log(4n) — 1 loglog(4n) — 1 log(27). (2.132)

We can also include an arbitrary number of additional terms with iterated logs; however, this
expression gives a very accurate solution, as shown in Fig. 2.17.
Using the asymptotic expansion of the complementary error function

erfe(z) ~ #e—f Z(—l)’f“)"@'x—(f)’z_l), (2.133)
k=0

we have, for large ny,

2erfc(v/2ng) ~ |/ ——e 20

- . (2.134)
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Using this result and substituting (2.132) into (2.128) gives the minimum phase variance as

log i — L loglog(47) + A
V(g) ~ 287~ 1loglog(dn) + 4 (2.135)

4n?

where
A= % + 2log2 — % log(27) = 2.426825. (2.136)

Therefore we see that the squeezed state optimised for minimum intrinsic phase variance has a phase
variance scaling as logn/fi?. This is not quite as good as the result for general optimised states,
which scale as 7~ 2. The factor of logn increases very slowly, however, and it requires very large
photon numbers to produce a significant difference between the variances of optimised squeezed and
general states.

Note that the expression (2.135) for the variance differs from that given in [45]. The 1 loglog(47)
term does not appear in [45], as the approximation ng ~ 1 is made on the right hand side of the
solution for ng (2.131). This term increases with photon number, and is therefore more significant
than the A term.

2.3.2 Numerical Results for Canonical Measurements

This approximate analytic result has been tested numerically by determining the optimum squeezed
states for a range of mean photon numbers up to about 8 x 107. Similarly to the case for optimum
general states, the state coefficients were considered until the point where they had fallen to about
10716, where they did not significantly affect the results.

The phase variances of the minimum uncertainty squeezed states are plotted in Fig. 2.15. Also
shown is the asymptotic expression (with the ilog log(4m) term omitted for simplicity). There is
good agreement between the calculated values and the analytic expression, with better than 1%
agreement for photon numbers above 5 x 10%. Also shown is the analytic expression if we omit A,
and there is much poorer agreement for the smaller photon numbers in that case. This means that
although the A term is insignificant for large photon numbers, it gives more realistic results for
moderate photon numbers.

To demonstrate how close the phase variance is to that for general states, the ratio of the phase
variance for optimised squeezed states to that for general states is plotted in Fig. 2.16. For mean
photon numbers above about 10* the phase uncertainty for general states was estimated using the
asymptotic expression, as this is very accurate for large photon numbers. The phase variances are
extremely close for photon numbers up to 10 or 100, and it takes a photon number of almost a
million for the phase variance for squeezed states to be more than twice that for optimised general
states.

In order to see if the term 1 loglog(4n) gives a better estimate of the phase variance, 472V (¢) —
log 7 is plotted in Fig. 2.17. According to the result (2.135), this should have the asymptotic value
—i loglog(4n) + A, rather than A. As can be seen, the exact values do not converge to A, but
they do not appear to converge to —i loglog(47) + A either. The exact values may converge to
—% loglog(4n) + A for much larger photon numbers; however, for the range of photon numbers
shown A gives a better approximation.

This result was checked by calculating the minimum phase variance exactly from (2.128), and
these results are also shown in Fig. 2.17. There is close agreement with —i loglog(4n)+ A, indicating
that the asymptotic expression (2.135) is a good approximation for (2.128). The discrepancy must
therefore be due to a slight inaccuracy in Eq. (2.128). In Ref. [45] Collett indicates that a correction

term for (2.128) is
2
2(1 — da)y | Lo=2m (2.137)
™

where a /2 0.1990726 and n, is as defined in Eq. (2.127). Although the results using this correction
agree with the exact values for very small photon numbers, and reproduce the peak found in the
exact results, the results again do not converge to the exact values for large photon numbers. In
fact the asymptotic expression simply using A is still the most accuate for photon numbers above
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Figure 2.15: The phase variance for optimised squeezed states as a function of mean photon number.
The exact phase variance is shown as the crosses, the asymptotic expression (logn + A)/(4n?) is
shown as the continuous line, and logi/(472) is shown as the dotted line.
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Figure 2.16: The ratio of the phase variance for optimised squeezed states to the phase variance for
optimised general states.
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Figure 2.17: The value of 472V (¢) — logn as calculated using various methods. The exact values
are shown as crosses, A is shown as the horizontal dotted line and 7411 loglog(4n) + A is shown as
the continuous line. The values determined exactly using Eq. (2.128) are shown as the pluses, and
those calculated exactly using the additional correction are shown as the dash-dotted line.

about 10%. As none of these corrections appear to give better results, I will omit them in further
discussion.

Another test of the theory is the optimum value of ¢. From Eq. (2.131) we have
no = ne** ~ log(4n) — 1 log(2), (2.138)
where the factor of ng has been omitted from the second term. Solving for ¢ gives
¢ = 3 log (log(4n) — }log(2m)) — 4 log 7. (2.139)

The numerically determined optimum values of ¢ and the approximate analytic expression (2.139)
are plotted in Fig. 2.18. As can be seen, the numerically determined values are extremely close to
the analytic result for photon numbers above about 100.

Note also that for very small mean photon numbers, below around 2.6, the optimum value of ¢
is actually positive. This is a strange result, as the theory given above indicates that ¢ should be
negative for reduced phase uncertainty. The reason for this would seem to be that for cases where the
photon number is very small, the circular error contour for a coherent state, as shown in Fig. 2.19,
would overlap the X/, axis. This means that there would be a significant contribution to the
probability distribution for ¢ = +m. A squeezed state with negative ¢ would have an error contour
that extends even further over the X, /2 axis, resulting in a larger contribution to the probability
distribution near ¢ = £.

If ¢ is positive, however, the major axis of the error ellipse would be vertical, so the ellipse would
avoid overlapping the X /5 axis. It is reasonable that this would result in a smaller phase variance.
Note that there is no corresponding justification for using a complex value of (. Complex values
were also tested, but always gave greater phase uncertainties, even for the very low photon number
cases.
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Figure 2.18: The optimum values of { for squeezed states as a function of 7. The numerically

determined values are shown as crosses, and the values given by Eq. (2.139) are shown as the
continuous line.

Figure 2.19: Contours of the probability distribution for X and X /5. The contour for a coherent

state is shown as the continuous line, a contour for a squeezed state with negative ( is shown as the
dotted line, and with positive ( as the dashed line.
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2.3.3 General Dyne Measurements

Now I will consider squeezed states optimised for minimum phase variance under more general dyne

measurements. Again we wish to find <c€s\q§>, except now we have

2cos ¢ = Z (1- Yn)(n + 1] + [n+ 1)(n|]. (2.140)

The measure of the phase variance that I will initially consider is

V/(g) =22 <c€s\¢> . (2.141)

I will use this rather than the Holevo variance initially, in order to use the results for canonical
measurements in a straightforward way. This expression is not a sufficiently accurate estimate of
the Holevo variance for the case of mark I measurements. Therefore, at the end of this derivation,
the result for this measure of the phase variance will be converted to the Holevo variance. This
measure of the phase variance can be used for the intermediate steps, as minimising this measure of
the phase variance is equivalent to minimising the Holevo phase variance.

Evaluating this measure of the phase variance gives

o0

VI(¢) =2 =) (1 h(n)) (e, ¢n)(n + e, ¢) + (e, ¢ + 1) {nle, ¢)]

=2-3 [(a,¢In)(n + 1a,¢) + (. ¢In + 1) {n|a, ()]

n=0

fzh (e, Cln) (4 L], €) + (e, Cln + 1) (nfa, )] (2.142)

Collett [45] found the first two terms to be approximately

nZJF L | gerfo(v/2Zng), (2.143)
n

so we therefore only require an expression for the third term. Both o and ¢ will be taken to be real
in this derivation, so the number state coefficients of the squeezed state are real, and the third term
can be expressed as

QZh (a, ¢|n)(n + 1]ev, €). (2.144)

Approximating h(n) by en™P, the sum to be evaluated is
ch Pla, ¢|n)(n + 1]a, ). (2.145)

This expression can be evaluated approximately using
Zn o, ¢n)(n+ 1o, ) = (n7?). (2.146)

Expanding this in a series around n =7 we find
(n7?) = (0 +A2n)7")
A 2
~ TP <1+p(p“)< - >>. (2.147)
n
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It is easily shown that for squeezed states

(An?) = o*(n —v)? +2p°02,

—2
n
~ o (2.148)
so we find
= 1
Y nPla,Cn)(n + La,¢) ~ 1P <1 + %) . (2.149)
0

n=0

This should be correct to leading order; however, the second order term is not necessarily correct,
as the approximation (2.146) may only be correct to first order. This result is derived in a more
rigorous way in Appendix A.2, and it is shown that the second order term is also correct.

Using this result, the phase uncertainty is given by

1 1
V() ~ % + 2erfe(v/3ng) + 2607 [1 + p(th)] . (2.150)

Taking the derivative with respect to ng gives

0 o L8 e o [Pl +1)
3nov(¢)N A2 Wnoe + 2cn Qn%_ . (2.151)

As the second term falls exponentially with ng it can be omitted. Then we find that for minimum
phase variance
no ~ 2y/ep(p + 1)t ~P/2. (2.152)

For 0 < p < 2, ng increases with photon number, but does not increase as rapidly as n, in agreement
with the assumptions used in the appendix.
Substituting this result into Eq. (2.150) gives

V'(¢) = 2¢a P + \/ep(p + L)y P/27 1. (2.153)

Converting this to the Holevo phase variance gives an additional correction term:

V(¢) = 2P +\/ep(p+ D) P/*7 1 4+ 3% 2P, (2.154)

This correction term is only significant for mark I measurements, where it is of lower order than the
second term. Thus we see that we obtain exactly the same terms for the phase uncertainty when
considering squeezed states as we do when considering general states.

2.3.4 Numerical Results

These results have been tested by numerically determining the optimum squeezed states for hetero-
dyne and mark I and IT measurements. Because the results are extremely close to those for optimised
general states, rather than plotting the phase variance, I have plotted the phase variance as a ratio
to the phase variance for optimised general states.

The ratio of the minimum phase variance for squeezed states to that for general states using
heterodyne measurements is plotted in Fig. 2.20. The phase variance for optimum squeezed states
is never more than 0.3% above the phase variance for optimum general states, and for large pho-
ton numbers the phase variances converge. In fact, for some photon numbers the squeezed state
variances are closer to the exact general state variances than those calculated using the continuous
approximation.

The results for mark I measurements are shown in Fig. 2.21. Here the squeezed state phase
variance is never more than about 0.6% above the phase variance for optimum general states, and
the phase variances again converge for large photon numbers. The results for mark II measurements
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Figure 2.20: The ratio of the phase variance for squeezed states optimised for minimum phase
variance under heterodyne measurements to the phase variance for optimum general states. The
values using the exactly calculated general states are shown as the continuous line, and the values
using the continuous approximation for the general states are shown as the crosses.
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Figure 2.21: The ratio of the phase variance for squeezed states optimised for minimum phase
variance under mark I measurements to the phase variance for optimum general states.
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Figure 2.22: The ratio of the phase variance for squeezed states optimised for minimum phase
variance under mark IT measurements to the phase variance for optimum general states. The values
using the exactly calculated general states are shown as the continuous line, and the values using
the continuous approximation for the general states are shown as the crosses.

are shown in Fig. 2.22. Here the squeezed state phase variance can be more than 1% above the
general state phase variance, but the phase variances still converge for large photon numbers.

Another way of comparing the results for squeezed states and general states is to plot the z
parameter defined by (2.107). This is displayed for heterodyne, mark I and mark IT measurements
in Figs 2.9, 2.11 and 2.13. As can be seen, the results for optimum squeezed states and general
states are almost indistinguishable. This means that the phase variances for squeezed and general
states agree to better precision than just the first terms that I have derived here.

In order to compare the squeezed states with the states obtained by general optimisation in a
more direct way, the number state coefficients for the two cases are plotted in Fig. 2.23(a). This
is for the example of heterodyne measurements, and similar results are obtained for the adaptive
measurement schemes. The two states are extremely close, indicating that the optimum general
states may be converging to squeezed states.

On the other hand, if the state coefficients are plotted logarithmically, there are large differences
between the states [see Fig. 2.23(b)]. Although the states are fairly close near the peak, the tails
of the two states have different scalings. These differences persist even for very large mean photon
numbers.

Another test of the theory is the values of ¢ for the optimum squeezed states. Using Eq. (2.152)
gives the optimum value of ( as

p _
¢ = —"logm+ } log [2 pp+ 1)} . (2.155)
Using this the optimal values of ¢ for heterodyne, mark I and mark II measurements should be
1
Chey = — logm (2.156)
1 1 3
(= —glogﬁ—i— Zlogg (2.157)

3 1 15
= ——logn + - log —. 2.158
Gu = 2 logm + { log 12 (2158)
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Figure 2.23: The number state coefficients for optimum states for heterodyne measurements and a
mean photon number of about 2116. The continuous lines are for the optimised general state with
fixed mean photon number, and the dotted lines are for the optimised squeezed state. Plot (a) is a
linear plot, and (b) is a semi-log plot.
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Figure 2.24: The optimum values of ¢ for heterodyne phase measurements on squeezed states. The
numerically determined values are shown as crosses, and the analytic expression is shown as the
continuous line.

The numerically found optimum values of { and these asymptotic expressions are plotted in Figs 2.24,
2.25 and 2.26. The values of ¢ converge to the asymptotic analytic expressions in all three cases.
The value of ¢ converges fairly rapidly for heterodyne and mark I measurements, with agreement
within 0.05 for photon numbers above around 100. The convergence is much weaker in the mark II
case, and a photon number around 10° is required for this level of agreement.
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Figure 2.25: The optimum values of ¢ for mark I phase
numerically determined values are shown as crosses, and the analytic expression is shown as the

continuous line.
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measurements on squeezed states. The

Figure 2.26: The optimum values of ¢ for mark II phase measurements on squeezed states. The
numerically determined values are shown as crosses, and the analytic expression is shown as the

continuous line.



Chapter 3

Optimum Adaptive Dyne
Measurements

Now I will consider the second area for improvement of dyne measurements: the measurement
technique (as opposed to the input state). This includes both the local oscillator phase used and
the final phase estimate. Recall that for a state with a mean photon number of 77, heterodyne
measurements introduce a phase variance of about iﬁ_l. This is much larger than the minimum
intrinsic phase variance, which scales as 1.89 x 2. The mark II adaptive measurements introduced
in Ref. [35] give a great improvement on this, introducing a phase variance scaling as g~ '

This scaling is still far worse than the scaling for minimum intrinsic phase variance. In [34] it
is shown that the minimum introduced phase variance is the same as for squeezed states optimised
for minimum intrinsic phase variance. As discussed in Sec. 2.3.1, this scaling is log7/(472). Recall
that this is not quite as good as that for general optimised states, but it requires very large photon
numbers for the difference to be significant.

In this chapter I describe a feedback scheme that improves on the mark II adaptive scheme, and
is in fact very close to this theoretical limit. It is therefore very close to being the best possible
phase measurement scheme. It is also possible, under some circumstances, to surpass the theoretical
limit. This is discussed in Sec. 3.8.

3.1 The Theoretical Limit

In order to understand how to attain the theoretical limit, we must first understand the reason for
the theoretical limit. It can be shown [33] that the probability to obtain the results A, B from an
arbitrary (adaptive or non-adaptive) measurement is

P(A,B)d*Ad*B = Tr[pF(A, B)]d*Ad*B, (3.1)

where p is the state of the mode being measured. Here F'(A, B) is the POM (probability operator
measure) for the measurement, and is given by

F(AvB) = Q(A’ B)l’(/;(A’B)><1;<A7 B)l? (3'2)

where Q(A, B) is what the probability distribution P(A, B) would be if p were the vacuum state
|0){0], and |¢(A, B)) is an unnormalised ket defined by

[B(A, BY) = exp(5B(al)? — Aah)[0). (3:3)

This is proportional to a squeezed state [50]:

, oP*
exp(%B(an)2 — AaT)|O> = (1 — \B\Q)_Z exp (A 5 ) |aP,CP>, (3.4)

52
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where
P, ¢P) = exp(afa’ — o a) exp(%(P a? — %CP(aT)2)|O>, (3.5)

and the squeezing parameters are

A+ BA*
P _
Batanh|B|
P = T (3.7)

Here I am using the superscript P on the squeezing parameters to indicate that they are the pa-
rameters of the squeezed state in the POM, and not of a physical state. The squeezing parameters
for the input state will be given as a and ¢ with no superscripts. Note that this differs from the
notation in [51], where a superscript S indicates the squeezing parameters for the input state, and
no superscript indicates the squeezing parameters for the squeezed state in the POM.

In terms of these the POM is given by

F(AvB) = QI(AaB)‘O‘P7<P><aP7<P|7 (38)

where
Q'(A,B) = Q(A,B) (1- |B]?) ? exp [Re (Aap*)} . (3.9)

If the system state is pure, p = |1)(¢)| and the probability distribution is given by
2
P(A,B) = Q'(A,B) |(¢]a”, (") (3.10)

The greatest overlap between the states, and therefore the highest probability, will be when |aF, ¢P)
has the same phase as the input state. As all the information about the system from the measurement
record is contained in the variables A and B, the most probable phase based on the measurement
record is

¢ = arg(a”)
= arg(A+ BA"). (3.11)

If additional information is known about the system, it is possible to obtain a better phase estimate.
This is a far more complicated case, and will be considered in Sec. 3.8.

For an unbiased measurement scheme the probability distribution for this phase estimate resulting
from Eq. (3.10) depends entirely on the inner product between the two states, and not on Q’(4, B).
To see this, note firstly that if the measurement is unbiased, the vacuum probability distribution
Q(A, B) will be independent of the phase. Secondly, recall that for the squeezed state |a¥, ¢F), if we
rotate the phase of af by some angle §, we can obtain an equivalent phase-shifted state by rotating
the phase of ¢F by 26. This means that CP(ozP*)2 is independent of the phase. From Eq. (3.7), this
means that B(a"")? is independent of the phase. Since

A" = (o = BaP")a"”

— o = B(a®")?, (3.12)

AoP” and therefore Q'(A, B) are independent of the phase.

Since the probability distribution for the phase estimate depends on the inner product between
the two states, the variance in the measured phase will approximately be the sum of the intrinsic
phase variance and the phase variance of the squeezed state |af, ¢¥'). The maximum overlap between
the states will be when the squeezed state has about the same photon number as the input state.
This means that the theoretical limit to the phase variance that is introduced by the measurement
is the phase variance of the squeezed state that has the same photon number as the input state and
has been optimised for minimum intrinsic phase variance. Since the phase variance of a squeezed
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state optimised for minimum intrinsic phase variance is approximately logn/(4n?) in the limit of
large 7 [45], this is also the limit to the introduced phase variance.

The photon number of the squeezed state at maximum overlap will be mainly determined by
the photon number of the input, but the degree and direction of squeezing (parametrised by ¢T)
will be determined by the multiplying factor @Q'(A, B). The multiplying factor can be expressed
as a function of m* and &P, for which the same symbol @’ will be used, even though it is a new
function Q'(7t,¢P). Here @t is the mean photon number of the state |aF, (") (and will be close to
the photon number of the input state), and ¢F = CPaP*/aP is ¢ with the phase of of scaled out.
In practice the multiplying factor tends to be concentrated along a particular line (for example, see
Fig. 3.21), effectively giving ¢¥ as a function of @F. In order to obtain the theoretical limit, the
measurement scheme must give a multiplying factor Q’(¥,£F) that gives values of ¢F for each @t
that are the same as for optimised squeezed states.

We can determine the approximate variation of ¢¥ with #" in the multiplying factor if we can
estimate how it varies for measurements on a coherent state. If the intermediate phase estimates
used in the adaptive scheme are unbiased, it is easy to see that the maximum probability will be for
B real and therefore also A real. These results imply that

L AL+ B)

1-— B?
= % (3.13)
This means that B should be 4
Br1- 5. (3.14)
so (P should be
(¥ ~ —atanh(1 — aip). (3.15)

Note that when aF is real, (¥ and ¥ are equivalent. Provided the photon number is large, B should
be close to 1 so we can use the asymptotic approximation of the atanh function, giving

1 A
P
~ —log —. 3.16
¢ rglog g (3.16)

The mean photon number for squeezed states is given by
A’ = |af|” + sinh? |¢P|. (3.17)

For the states that are considered in this study, sinh? ‘C P’ is much smaller than @¥ for large photon
numbers, so a” ~ VA", Using this approximation gives ¢ as

1 A
Fr~log——. (3.18)
2 Tovnm
Since the magnitude of (¥ is governed by the multiplying factor Q'(@F, £F), this result for ¢¥ should
hold for more general input states.
From Sec. 2.3.1 and Ref. [45] the intrinsic phase variance of a squeezed state is given approxi-

mately by
1
V() = niﬁ—z + 2erfe(v/2ny), (3.19)

where ng = 7e2¢ and ( is real. This is minimised for
1
ng ~ log(4m) — 1 log(27). (3.20)
Using the result obtained for (¥ in Eq. (3.18) gives

A
2" ~ THLP (3.21)
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SO

|AV/TP (3.22)

As the optimum value of nf is given by Eq. (3.20), in order for the measurement to be optimal, |A|
should scale with ¥ as

(3.23)

Since i¥ ~ 7, we should get the same scaling with the input photon number. For the case of mark
IT measurements there is the result that |A| = 1 [35], which is why these measurements are not
optimal. Note that if we substitute |A| = 1 into the expression (3.22) to find nf, and substitute
that into Eq. (3.19), we obtain the correct result for the mark II introduced phase variance,

AV (¢) =~ tm 2. (3.24)

o=

3.2 Improved Feedback

Now we have the result that for optimal feedback | A| should decrease with photon number. Therefore,
in order to improve the phase measurement scheme, we want one that gives |A| < 1. To see in general
how this can be achieved, consider a coherent state with amplitude o. The Ito SDE for |A4,]? will
be

d|Au* = Aj(dA,) + (dA7) A, + (dAT)(dAy)
= A% (0)dv + e (v)dv A, + dv
— |:|Avu(v) (eié(v)e—iWTJA + e—i@(v)ei%?) + 1:| dv, (325)

where <va = arg A,. Usually the local oscillator phase will be based on a phase estimate ¢,,, so that
®(v) = @, + /2. In terms of this phase estimate the differential equation becomes

dlA, ] = [|AU\I(U) (iew”e_i‘/’f - z'e_i‘ﬁ“eiﬁ) + 1} dv
= [1+ 2|4, |[I(v) sin(ps — ¢u)] dv. (3.26)
Taking the expectation value of I(v) and simplifying gives
(I(v)) = <2Re (ae‘ii’(”)) dv + dW(v)>/dv
= —2|alsin(@, — @), (3.27)
where ¢ = arg .. Using this result, the expectation value for the increment in |A,|? is
(A, %) = [1 = 4| A, ||a]sin(, — @) sin(p;y — @u)] dv. (3.28)

Note that here the average is only over the single increment dW(v), and not over the different
trajectories.

The first term on its own will give |A| = 1, and in order to get |A| < 1 the two sines must have
the same sign. This will be the case if the phase estimate is between the actual phase and the phase
of A,. Therefore we would like to use the phase estimate

P(v) = arg(alfs(“)Af)(”)), (3.29)

where 0 < £ < 1. The problem with this phase estimate is that it uses the actual value of the phase.
In order to avoid this problem, the best estimate of the phase can be used in place of the actual
phase. Therefore the phase estimate that will be considered is

P(v) = arg(Ci_E(”)Af,(")), (3.30)
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where
C,=A,v+ B,A},. (3.31)

It would at first appear that the best value of € to use is 1/2, as this will make the phase estimate
exactly halfway between the best phase estimate and arg A,,, and this was the initial improvement
on mark II feedback that was tried. This is too simplistic, however, as will be shown. In order to
estimate what the best values of £ to use are, we can take the actual phase to be zero, and use the

phase estimate
P(v) =carg A,. (3.32)

For simplicity ¢ will be taken to be constant. For this value of the phase estimate, 2 = (,/c.
Substituting this into Eq. (3.28) gives

(d|A, ) = [1 — 4| Ay |asin(py) sin[p, (1/e — 1)]] do. (3.33)

The absolute value symbols on a have been omitted because the phase has been taken to be zero.
When the phase estimate is close to zero we can use the linear approximation of the sine function
to get

(d|A, 1) = [1 — 4] Ay|ap? (1/e — 1)] dv. (3.34)

A differential equation for ¢, can be obtained in a similar way:

dp, = elm[dIn A4,]

d4, (dA,)?

= elm . 242
ien I(v)dv (e I(v)dv)”

= elm e T — | . (3.35)
|Av|6 Pu 2(|AU|€Z¢”/E)

Note that here A, = |A,|e*?*/¢ has been used. Continuing the derivation we find

dp, = el | €T @) dv | 207D (I (v) dﬂ

_|_
|Ay| 2|4,

e . sin [2¢, (1 — 1/¢)] dv

= Jooston (1= 170017 () o+ T2 G LAY

e X o sin [2¢, (1 — 1/¢)] dv

= 4] :cos [Py (1 — 1/€)] [—2asin @, dv + dW (v)] + 214, ]

= Vi}| —2asin @, cos [, (1 — 1/¢)] dv + - [2%2(|1A_v|1/€)] - + cos [py (1 —1/e)] dW(“)]
_ \j—a —20gudo + W + dW(v)} : (3.36)

In the last line the linear approximation for sine and a constant approximation for cos have been
used. Evaluating the increment in the square of the phase gives

(dg2) = (26udpy + (d20))

2e { 9 @2(1—1/E)d’0:| g2

= — | —2apidv+ =2 dv
4] 4] AP
€ o 202 (1—1/e) €

= — |—dap? + T —— | dv. 3.37
i [t T 537

Thus the expectation values for the increments in |4,|? and $? are:
(d|A,)?) = [1 — 4a|A,|@2 (1/e — 1)] dv, (3.38)

X € o 202 (1—1/e £
(dg3) = T [—4a<p?, + %U'/) - |AU|} dv. (3.39)
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Now an approximate solution for |4,|? and ¢? can be obtained by solving these as differential
equations, ignoring the fact that these are only the expectation values for the increments. The
approximate solution for large photon number is

|Ay)* = v+ 0 (a (3.40)

= —\/> +0(a (3.41)

To see that these are solutions, we can just substitute them into the above equations. For Eq. (3.38)
we have

Lhs. = d|A,|?
= [e+0(a)]dv (3.42)

1~ da (Vau + 0 (a ) (E “ 4o (a2)) (1)e - 1)} do
|- (VZ5 40 (a)) <ﬁ+ 0 (al)) (1) - 1)} v
d

r.h.s. =

=[1-(e+0(a™)(1/e—1)]dv
=[1-(1-e+0(a))]dv
=[e+0(a™")]dv. (3.43)
For Eq. (3.39) we find
Lhs. = O (orl) dv (3.44)

rhs. = (\/6_11—1—0( )){ Ao <41\/?+O(a2)>

2(£VE+0(a™2))(1- 1/5)+ c "
(Vev+ 0 (a™h)) (Vev+ 0 (a™1))

:(\/§+0 )[ ( ~+0(a” >+o( )+(\/§+O(a_1)>}dv
:(\[m( )) (™) dv

=0 (a™!) do. (3.45)

For this equation it is enough that the sides agree to order a~!. To obtain more specific agreement
the higher order terms in the solution would be required.

As a simple check on these results, note that the case ¢ = 1 is just the standard case and the
final phase estimate corresponds to the mark I phase estimate. In this case the solutions give to first
order

A7 =1, (3.46)
) 1
@2 = e (3.47)

These are exactly the same results as obtained in Ref. [35].

The important result is that for the final value of A,, at v = 1, we have |A| ~ /. This indicates
that we can obtain smaller and smaller values of |A| simply by using smaller values of e, and the
minimum is not for € = 1/2. To see the reason for this, note that

(0)* =

1
N — 3.48
4oV e3v ( )
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Figure 3.1: The mean values of |A|? divided by ¢ for measurements on coherent states with ¢ arg A,
feedback. The results for ¢ = 1/2 are shown in dark blue, for € = 1/4 in green, for ¢ = 1/8 in red,
for e = 1/16 in light blue, for £ = 1/32 in purple, for e = 1/64 in yellow, for ¢ = 1/128 in black, for
€ = 1/256 as a dashed dark blue line, and for e = 1/512 as a dashed green line.

This means that for smaller values of ¢, the value of ¢ will tend to be greater. This means that
the second sine in (3.28) will be greater on average, resulting in a smaller value of |A].

For other values of € these results have been verified by numerically performing the stochastic
integrals for coherent states. The numerical technique is very straightforward for coherent states.
We simply replace the infinitesimal interval dv with a finite interval dv, and replace the Wiener
increment dW with a finite stochastic increment §W that has a Gaussian distribution with zero
mean and variance dv. For these calculations 100« time steps and 2'° samples were used.

The results for |A|? are shown in Fig. 3.1. For simplicity, rather than plotting |A|?, I have shown
|A]?/e. From the theory above this should converge to 1. The results for moderate values of € agree
very well with the theory; however, for smaller values of € there is poor agreement unless the photon
number is very large. For ¢ = 1/64, a value of a above about 512 is required for good agreement.
The photon number required for good agreement with theory appears to scale roughly as e 3.

In Fig. 3.2 are shown the results for the final variance of the phase estimate. For simplicity,
$?/4/e is plotted. From the theory above this should be approximately 1/(4c). Similarly to the
case for |A|%, the results for € = 1/2 agree very well, but those for smaller values of & require large
photon numbers in order to have good agreement.

The next question is whether this good agreement continues if the best phase estimate is used in
the feedback, rather than the actual phase, as in Eq. (3.30). The calculations were repeated for this
feedback, and the results for |A|? are shown in Fig. 3.3. The results are very similar to the previous
case, except that higher photon numbers than before are required to obtain good agreement in this
case. In this case the photon number required for good agreement with theory appears to scale
around ¢~ 2.

These results indicate that |A| can be reduced to any value required, provided the photon number
is sufficiently large. This implies that the results should be close to optimum for the feedback given
by Eq. (3.30), with ¢ given by

£= (2aopt62<°r")2 ) (3.49)
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Figure 3.2: The mean values of $? divided by /¢ for measurements on coherent states with ¢ arg A,
feedback. The results for € = 1/2 are shown as crosses, for ¢ = 1/4 as pluses, for € = 1/8 as circles,
for e = 1/16 as squares, for ¢ = 1/32 as diamonds, for ¢ = 1/64 as triangles, for ¢ = 1/128 as
asterisks, and for € = 1/256 as stars. The analytic result of 1/(4«) is shown as the continuous line.
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Figure 3.3: The mean values of |A|? divided by e for measurements on coherent states with
arg C1=¢ A feedback. The results for ¢ = 1/2 are shown in dark blue, for ¢ = 1/4 in green, for
e = 1/8 in red, for ¢ = 1/16 in light blue, for ¢ = 1/32 in purple, for ¢ = 1/64 in yellow, for
e = 1/128 in black, for e = 1/256 as a dashed dark blue line, and for ¢ = 1/512 as a dashed green

line.
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where (yp¢ is the value of ¢ optimised for minimum intrinsic phase variance for the photon number
m. Here o has been used rather than \/ﬁ7 as it should be closer to . This is the first feedback
technique that I will discuss.

3.3 Simulation Method

The easiest input states to use for numerical simulations are coherent states, as they remain coherent
with a deterministically decaying amplitude. We simply have the equations (after the time variation
of the amplitude is scaled out)

I(v)dv = 2Re(ae ™)) dv + dW (v)
dA, = W [ (v)dv
dB, = —**)d, (3.50)
where ®(v) = ¢, + 7/2, and $, is obtained by the feedback technique that we are using. These
equations can be integrated numerically by using a finite increment v, and treating dW(v) as a
finite random variable with a normal distribution and variance dv.

However, in order to estimate the phase variance that is introduced by the measurement, coherent
states would be very inefficient, as the phase variance would be dominated by the intrinsic phase
variance. It is almost as easy (and much more efficient) to perform calculations on squeezed states,
as squeezed states remain squeezed states under the stochastic evolution, and only the two squeezing
parameters need be kept track of. The best squeezed states to use are those optimised for minimum
intrinsic phase variance. For these states the total phase variance will be approximately twice the
intrinsic phase variance when the measurements are close to optimal.

In order to determine the stochastic evolution of the state, I will use a technique similar to that
used in Ref. [33]. The master equation for detection of photons is

p=—i[H,p|+ [apaJr -3 (atap + paTa)] . (3.51)

For a consistent detection scheme the measurement operators must give this master equation. In
general the master equation is given by

N
p(t+dt) =" Qup(t)Qf,. (3.52)
n=0

For simple detection the measurement operator is
Q1 = Vdt a. (3.53)

In order for this to be consistent with the master equation, the measurement operator for no detection
must be
Qo =1- (iH + }a'a) dt. (3.54)

To consider measurements where the field is combined with a large amplitude coherent state that is
treated classically, we can use a unitary rearrangement of the measurement operators. Using that
given in [33] we obtain

O = Vdi(a+7)
Qo =1-[iH+ 3" +7")(a+7) + 3(va—~a)] dt. (3.55)

The operator for no detection can be simplified to
Qo =1~ (iH + iala+~*a+ 3]y?) dt. (3.56)
When there is a detection the state changes to

(a0
V(@ +~%)(a+7))

W(t+ dt)) = (3.57)
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Now the state after a detection can be multiplied by an arbitrary complex constant with magnitude
1 without altering the properties of the state. Therefore this state can be altered to

(ae™"® + YDl (1))

[(t+ dt)) = . (3.58)
Vi@ +7%)(a+7))
where @ is the phase of the local oscillator. This means that the change in the state is
(ae™™ +]v])
dly(t)) = — 1] [4(1)). (3.59)
V(@ +77)(a+7))
When there is no detection the unnormalised state changes to
[p(t+dt)) = [1 — (iH + 3aTa +~y%a+ 3|y|?) dt] [ (). (3.60)
We find that
(Wt + dt)[(t + dt)) = ([L — (—iH + taTa +val + 3 |y|?) di]
x [1— (iH + a'a+~*a+ 3|y?) dt])
=(1- (aTa +~*a+~al + [v[?) dt)
=1— ((a'a) +~*(a) + y(a") + |7|?) dt. (3.61)
Therefore, to obtain a normalised state, we must multiply by a factor of
(Wt +dt)[(t +dt)) "2 = 1+ L ((a¥a) +*(a) +v(al) + [7]?) dt. (3.62)
This means that the normalised state changes to
i f . t
W(t+ dt)) = [1 + (<a2“> - % + w —v'a— z’H) dt} (1)), (3.63)
so the difference in the state is
a'a ata v*a + vat N .
dl(t)) :dt(< 5 ) —T—k%—v a—zH) [1(¢)). (3.64)
The probability of a detection occurring in time dt is
Py =dt{(a" +~")(a+7)). (3.65)

In order to determine a stochastic differential equation for the state, we define a stochastic increment
dN which takes the values 0 (for no detection) and 1 (for detection) and has the expectation value:

E(dN) = dt{(a’ +~")(a+7)). (3.66)

Using this increment, the SDE for the state taking into account both alternatives is

B (™™ 4+ )
d|¢(t)> = |dN (\/((GT +'Y*)(a+'7)> 1)
T (% wo Wretal) - i) | e, (3.67)

When dN takes the value 0, we simply have the increment for no detection (3.64). When dN takes
the value 1, we can ignore the term for no detection, as it is proportional to dt and is infinitesimal.
This means that we obtain the increment for a detection given by Eq. (3.59).
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Note that Eq. (3.67) differs slightly from the result given in [33]. This is because the state for
a detection was multiplied by e *® here. This is necessary in order to obtain a simple result in
the limit of large |y|. To take this limit we can approximate the increment dN in terms of Wiener

increments dW:
dN = kdt 4+ /kdW, (3.68)

where
k= ((a"+7)(a+7)). (3.69)

This approximation is used because it gives the correct expectation value (3.66), as well as (dN) =
<dN2>. Expanding the SDE for the state in terms of this we find

(ae=® + 1)
Kkd rkdW —1
(w4 )<\/<(af+7*)(a+7)> )

o <<‘”“> ala | Gratael) ., _ it )| o

dp(t)) =

2 2 2
= [(—rdt — V/RAW + Vr(ae™™® + |y|)dt + (ae™"® + |])dW)
ata ata *a al
+dt(< 5 ) —7+W—v*a—ilf)] [ (#))- (3.70)

Expanding x gives

k= {(a"+7%) (a+7))
<aTa+aT'y+v*a+ 71%)

(a'a)
= |y ‘ ( + m + EA (3.71)
where 4 '
X=13 <ae_’¢’ + aTe“I)> . (3.72)
We can expand +/k as
Vi = ’y|\/ 42X + |“> )
X <aTa> X2 )
_ 14+ 2 4 _ . 3.73
(14 B+ - 2 73

Now using this in the expression for the SDE:

vty = (o (1o e G0 ) o=l (1 5 58 - i) o

X <aTa) X ) —i® —i®
+|y (1+—+ — == | (ae™"" + |v|)dt + (ae™*" + |y|)dW
R R s e L )t + ( )

Lt <<“*“> _dle Gratyal) ., it )| o

2 2 2
2x
= [(—W( +m+< |2>>dt+( —® AW
—1<I> ae—i(bx <aTa> X2
+|y/? (1 + + =+ + - ) dt)
g o] Ivl IvI? 2v[* 29y

2
= [(ae™™® = x)dW — (iH + 3a'a — ae™"®x + 3x?) dt] [¥(t)). (3.74)

a (<‘”“> L H)] (1)
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These results are for the case where the field is directly combined with a local oscillator field,
and there is a single photodetector. This was done for simplicity and for consistency with Ref. [33].
The particular experimental configuration that we would like to consider, however, is that shown
in Fig. 1.2. Here the field is combined with the local oscillator field via a 50/50 beam splitter, and
there are two photodetectors at the two outputs of the beam splitter. This case turns out to be
entirely equivalent, as I will now show.

In order to consider this case we can’t perform a simple unitary rearrangement of the measure-
ment operators because we need 3 operators, for detection at one arm, detection at the other arm,
and no detection. As a simple extrapolation from the previous case we can take the two measurement

operators for detection to be
dt
Q= E(a +7)

dt
0 = 5(@ —7). (3.75)
In order for this measurement scheme to give the correct master equation, the measurement operator
for no detection must be

Qo =1— (iH + 3a'a + §4?) dt. (3.76)

The above results for a single photodetector can be simply extended to two photodetectors. The
change in state for a detection at photodetector 1 is

([ +ae™*?)
d t)) = -1 t)), 3.77
[ (1)) @ ) (1)) (3.77)
and at photodetector 2 is
[ (y]—ae™®) ]
dly_ = -1 . 3.78
-0 = | sy Y e (3.78)

When there is no detection the unnormalised state changes to
[(t+dt)) = [1 — (iH + SaTa+ L1y[?) dt] [4(t)). (3.79)
We find that

(Wt +dt)[(t +dt)) = ([1 — (—iH + SaTa+ 3|y|?) dt] [1 - (iH + taTa + |y|?) dt])
= (1 - (aTa+ |y[*)dt)
= 1= ((a'a) + [y*)dt, (3.80)

so the normalising factor is
(Wt +dt)|d(t +dt))~? =1+ L((ala) + |y]?)dt. (3.81)
This means that the normalised state changes to

(afa) a'a

Wt + dt)) = [1 + ( - ZH> dt] (), (3.82)

so the difference in the state is

G/Ta CLTG/
dl(t)) = dt (< e H) (). (3.83)
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Then the increment in the state taking into account all three alternatives is

(] + ac=™®) (1] — ae %)
d = [dN. - dN- a
|¢(t)> [ + (\/<(a1-+,y*)(a+fy)> 1) + (\/<(GT—'Y*)(a_7)> 1)
+dt (<aTa> _da_ H)] (1)) (3.84)

2 2
Now rather than defining a single x, we can define
ke = ((af £9%)(a£7)). (3.85)

In terms of this the increment is

aee) = [, (2 ;H> ) va (B —ae ) )

+t (<C‘T“> _ala zH)] (t)). (3.86)

2 2

For large |y| we can use the approximation

ANy = %dt + /%dWi. (3.87)
Substituting this in gives

dlip(t)) = K'ﬁr dt + \/EdWJr) <W _ 1>
" <%dt+ \/gdw_> (% ) 1) o <<a;a> Ll ZH)} o

= {V?_ (|7] + ae™ ") dt + (|’y|+ae i@ )dW+7%dt7 ,/%—dW_s_

%|

VE— e R L
+ 5 (|7 — ae )dt—|—\/_(|7\ ae” )dW_ 5 dt 5 dW_
ata) afa
sar (120 - 20 i) | lwio). (3.88)
Similarly to the previous case we have
2y (a'a)
o=l (1224 12203 (3.50)
vl P
and
(ala)  ¥? )
ke =]y |1+£ + - . 3.90
=t (12 - (3:90)

Substituting this in gives

P X, {ala) e ol ae”'?
awen = | (1 2+ 2|7|2_2|72)< y i )d“ﬁ(” o)
_|7|2( 2 (df ) 7( >—X2>dW
> Uit ww? 2 |w| 2|7|2 2he)

Iy|? ( X ) Il < ae%’)
+0 X lala) dt+ (1 - AW
| Iv\ V2 el

2 7] 2Ivl2 B 2|72>
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Iy ( 2y | (a'a >> v ( X | {afa) X )
SIS RATR (S dt — = [1- 2+ - aw_
vl )2 V2 vl 202 2y[?

({52 -2t —inr) | ooy
- {W? (1 R SN G AL S )dt+ = (ae_i©> dW
2

ol 17l 7|2 21y[2 22 V2 \ 1l
1 ( 2y <aTa>> [el} ( (ata)  x* )

AN D dt — T X Vaw
2 EIRE V2 A\l 20 2l *

—i® —i® t 2 —i®
| ae X+axe2 +<aa2>_ x2> t_l|(ae )dW_
Iv 7N 21?2 2k V2 \ Il

| \
v ( X | {ala) X )
dt— (- 2A 4 - AW _
2 |’Y| IVP ) V2 U Il 2P 2l?
t t
dt <<“ @ _dae g } (L))
—i® t 2 —i®
9 axe (a'a X > el (ae x)
~2(1+ + - dt + - — X ) aw
D | ( 7|2 21y[2 22 V2 \ 1l 7] "

WY .yl (e y
N 1+<“a)dt——( >dW
g ( e VAT

a*a a'a
—id 2
2 [ axe ala) X ) 1 —i®
= — dt + —(ae —x)(dWy —dW_
[' " e -3~ ) 4 ¢ W, —dW-)
T T T
+dt< ala) _ ﬂ —zH) (L))
. (dWy —dW_ . —i
= {(ae - X)+—) — (iH + %aTa —axe " + 1x?) at| [ (1)). (3.91)
V2
Now we find that the combination of the two stochastic increments is equivalent to a third
d —dW_
AW = M (3.92)
V2

In terms of this we find
dp(t)) = [(ae™™ — x)dW — (iH + 3a'a — axe™™® + 3x?) dt] [4(t)). (3.93)

This case is therefore exactly that same as the case where the fields are combined directly and there
is only one photodetector.

Note also that the POM derived in Ref. [33] was derived for the case where the signal is combined
directly with the local oscillator, and there is one photodetector. It turns out that this POM also
applies to the case with a 50/50 beam splitter and two photodetectors. This can be shown by
performing the derivation in a similar way to Ref. [33]. In general, we can consider the stochastic
evolution of an unnormalised state vector

~ T)|(t
o+ 1) = 2O (391)
where A,.(T) is the ostensible probability for the result r, and the actual probability is given by
P(T) = Ar(T)(y (t +T) [y (t +T)). (3.95)
We can use this strategy on the above measurements, with the ostensible probabilities given by
Ay (dt) = Ly at, (3.96)

Ao(dt) = 1 — |vy|?dt. (3.97)
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In this case the increments for the two detection cases are
~ a
dlp+(t)) = i§|¢(t)>7 (3.98)
and the increment for the case where there is no detection is
do(t)) = —dt (3aTa +iH) [(t)). (3.99)
Writing out the evolution explicitly
~ a a . 1 T
dly(t)) = dN+(t); —dN_ (t); —dt (zH + 5a a) [(t)). (3.100)
Now we can approximate the Poisson process by a Gaussian process:

dNy = L|y|2dt + %dWi(t). (3.101)

Using this gives

djg(t)) = {%dﬂ@(t)aem — %dW_(t)ae’@ —dt (iH + %afa)] (1))
— {%ae@ (AW (t) —dW_(t)) — dt (iH + %aTa)] [W(t)). (3.102)
Now replacing (dW (t) — dW_(t))/+/2 with dW (t) as before, we obtain
d(t)) = [ae™dW (t) — dt (iH + $a'a)] [(1)). (3.103)
Then the recorded photocurrent is given by
. . ONy —O0N_
) = Jim, tim = —

blaw, (¢) — Llaw_(¢)

= lim V2 V2
Iy | =00 |y|dt
(@) - W (v)
N dt
dW (t)
= . .104
7 (3.104)

Note that, although the limits are noncommuting when performed on the increments 6 NV, they are
commuting for Gaussian increments. It is therefore reasonable to perform the time limit first, as in
the second line above.

From this point forward the derivation is identical to that given in Ref. [33], and I will therefore
not give it explicitly. Note that the above expression for I(t) is obtained using the same definition as
when we are considering the actual probabilities, and not the ostensible probabilities. The increments
dNy are chosen with the ostensible probabilities here, resulting in an expression for I(¢) that only
involves the stochastic part.

Therefore we find that, similarly to the case for a single detector, the POM for the parameters
A and B defined by

A= /ei‘b(s)e_sml(s)ds,
0

B = —/e”‘b“)e*d& (3.105)
0
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F(AvB) = Q(A, B)|1Z(A7B)><1L(A,B)|, (3'106)

where
[0(4, B)) = exp (§B(a")? + Aa') [0), (3.107)

and Q(A, B) is the ostensible probability distribution. This derivation is for the case H = 0,
corresponding to a freely damped cavity. From this point forward I will take H = 0, rather than
continuing to include this term.

Now we can determine the stochastic evolution of a squeezed state. To do this I use the method
of Rigo et al. [52]. Squeezed states obey the relation

(a — Bfal — AP) |A}, B) = 0. (3.108)

Here the squeezing parameters AP and B are defined so that they are analogous to the parameters
A and B. They are related to the usual squeezing parameters by

Gt tanh ¢
B = 0
' G|
AS =, — BY ()" (3.109)

This is the same as the relation between A and B and the parameters af and ¢ for the squeezed
state in the probability distribution.
If the squeezed state remains a squeezed state under the increment d|t), then it can be shown
from Eq. (3.108) that
(a — Bfa' — A) d|y) = (dBja' + dAY) [¥), (3.110)

where the Stratonovich formalism has been used. If we convert the stochastic increment for the
state into the Stratonovich form and substitute it into the above equation, then we can obtain an
SDE for the squeezing parameters. To convert from the Ito to the Stratonovich form we make the
replacement

XdY — XdY — 3dXdY (3.111)
Using this on the above SDE gives the Stratonovich increment
djib(t)) = [(ae‘i‘b —x)dW — (%aTa —ayxe ' 4+ 1x%)dt
—L(ad(e™™®) —dx) dW] [0(t)) — $(ae™™® — x)dWd[(t))
= [(a(fi<I> —x)dW — (%aTa —ayxe " 4+ %XQ)dt
—3 (ad(e™™®) = dx) dW[(t)) — 5(ae™™ — x)*dt|y (1))
= [(ae_i‘b — x)dW — (%aTa + %aze_%b — 2axe " 4 x?)dt
—1(ad(e ") — dx) dW] |1(t)). (3.112)
Here the increments d(e~*®) and dy have been included because the phase of the local oscillator can
vary stochastically.

In order to determine the SDE for the squeezing parameters, it is convenient to firstly determine
the effect of (a — BPa’ — A%) on each of the operators in this equation.

(a — Bia' — A})C|B}, A}) = C(a— Bja' — A})| B}, A})

—0 (3.113)
(a — Bial — A})a|BY, A7) = [a(a — Bja' — A7) + B}] |B, A7)
— B|B, 45) (3.114)

(a— Bia' — AY)a®| B}, A7) = [a(a — Bia' — A7) + B] a| B, A7)
= {a[a(a — Bfa' — A}) + B}] + aB}} | B}, A?)
= 20B}|B}, A7)
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= 2BY(BYa’ + AD)|BS, AD) (3.115)
(a— Btsalf - Af)aTa|BtS,A§> = [aT(a - BtSaJr - Af’) + 1] a|BtS, Af’)
~ {a" [ala— BSa® — AF) + B] + o} B, 43)
= (a' B} +a)| B, A7)
= (24" B} + A9)|B}, A7) (3.116)
Here C' is any scalar constant. Using these results it is straightforward to show that
(a— Bts‘aJr — Ats)d|1/)(t)> = {[—%(QaTBf + Af’) — BtS(BtSaT + Af)efm<I> + QBtsxe*iq)] dt
+Bje " AW — 1BPd(e ") dW } [4(t))
= (dBSa’ + dAD)|y(1)). (3.117)
The Stratonovich SDEs for the squeezing parameters are therefore
dB§ = (— B} — (BY)2e %)t
= —BS(1+e 2®BY)dt (3.118)
dA} = (=3 A7 — BYAPe™® 4 2BPxe™"®)dt + BYe " dW — §Bd(e”"*)dW
= [-3A7 = BPAZe ™ + B ((a)e > + (al))] dt + Bie " *dW — 1 BPd(e™"*)dW
= {-1A7 — BPAJe %® 4 B [(Bf (al) + AP)e 2® + (aT)] } dt
+Bje™®aW — 1B d(e™"")dW
= —1A%dt + B} (a")(1 4+ e T By)dt + Bie "*dW — 1 BPd(e™"®)dW. (3.119)
In order to convert back to the SDE for the standard (non-scaled) amplitude, note that
_ AR+ BAY)”

oy = (3.120)
1-|Bj|?
Using this expression, the Stratonovich increment in v is
dA? 4 BPdAP* AP*dBP AP + BP AP+
dOét — t t t 4 t t + BS*dBS +BSdBS* t t 4
1—|BP]2 1-|B}? (BB + BidBy) (1-1B5]2)’
1
= [dA} + BJdAP* + AP*dB} + oy (BJ*dB} + B/ dB;™)] B (3.121)
t

Expanding this gives
day = {—1A%dt + B (a') (1 + e 2*B}) dt + Bie "*dW — L Bid(e "*)dW + B} [-1AP*adt
+B7* (a) (14 ¥ B*) dt + Bf*e'*dW — $BY*d(e'*)dW ] — AF* B} (1+ e **B}) dt
_
1—|BP]?
—Lapdt + {Baj (1+ e **BY)dt + Bie "*dW — L Bid(e”*)dW
+B} B ay (14 €¥®By*) dt + B*e'*dW — 1 B d(e'®)dW | — AP*Bf (1+e " B}) dt

—ay (B*BY (1+e 2 BY) dt + By BY* (1 + €**B;*) dt) }

—ay (BY*BY (1+e 2 BY) dt + By BY* (1 + €**By*) dt) } ﬁ
= —Laudt + {B} [af — Bf*au] (1 + e 2*B}) dt + Bie "*dW + B} B;*e'®dW
—1BPd (e7"*) dW — 1B BJ*d(e'®)dW — AJ* B} (1 + e %" BY) dt} 1_|13;S|2
= —Saudt + {BPAY* (14 ¢ ¥ B}) dt + Bie "*dW + By By*e'*dW — 1 BPd(e™"*)dW
—3 BB d(e)AW — AP BY (1+ e T BY) dt} - s \13§|2
= —Llaydt + 72‘&7‘2;/'2 (B*e™ +e7'®) — 571?62;2 (BP*d(e'®) + d(e™"™)). (3.122)
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Converting back to the Ito form of the SDE gives

S
doy = —Laydt + % (B*e'® +e7'?). (3.123)
- t

The SDE for B is unchanged. Note that in converting back to the Ito form, the extra term involving
the increment in the phase of the local oscillator cancels out.
Now for consistency with Ref. [33] I will take the signal to be

I(t) = lim lim oN; — N

3.124
50 || — o0 |v| ot ( )

In order to evaluate this, recall that the expression for the photon number counts at the two pho-
todetectors is

AN, — %dt—s— ,/%dWi, (3.125)
where t
2
ke = |y (1 4 X + {a (;>> , (3.126)
v

and the expansion of the square root is

N (1 Lx ldda) > . (3.127)

vl 20v2 2y

Using these expressions gives the photocurrent as

_[hP? < 2y <aTa>> vl < x |, (ala) X2 )
I(t)dt = lim [ 1+ =+ dt+ — 14+ =+ — dWw.
®) lyl—oo | 2 2 V2 vl 212 20y -

BE (o2 ) Bl ey ]
.

2 L V2l 2k 2k
. 2x kel il 1

= lim ||y (—) dt + —=dW, — —dW_| —

Iyl—o0 [l | ] NG ]

1

= 2ydt + — (dW, — dW_

X \/5( + )
= 2xdt + dW
= 2Re ((a) e ) dt + dw. (3.128)

This result is entirely general and does not depend on the state being coherent or squeezed. In the

case of a squeezed state we have
(a) = ay. (3.129)

Now note that the deterministic part of the SDE for a; is
(doy) = —3oudt. (3.130)
This means that the deterministic part of the evolution is
oy et (3.131)

In addition, the parameters A; and B; are defined in Ref. [33] by

t
A = /e’@e_s/QI(s)ds, (3.132)
0

t
B; = —/eQi%—Sds. (3.133)
0
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The exponential factors can be removed by changing the time variable to

v=1-e"", (3.134)
so that
dv = e~ tdt
= (1 —wv)dt. (3.135)

This transformation maps the time to the unit interval [0,1). It is also convenient to define a new
scaled coherent amplitude to remove the systematic variation:

oy = el (3.136)

Here the v subscript indicates the scaled amplitude, and the ¢ subscript indicates the original,
unscaled amplitude. Since these are equal to each other at zero time, there is no ambiguity in the
initial amplitude «. The definition of I(¢) must also be altered to remove the exponential factors:

SN, — 6N_

I(t) = li _— 3.137
®) 5150 |y | 00 |vle—t/26t ( )
Using this gives the photocurrent as
I(v)dv = 2Re(a,e ™)) dv + dW (v). (3.138)
With these changes of variables, the definitions for A, and B, become
v
A, = / ¢ I(u)du, (3.139)
0
B, = — / X du. (3.140)
0
The SDE for the scaled amplitude «,, is
da, = d (oztet/z)
BPdw (t - -
= [%atdt Nt A w4 S( g (Bts*el<I> + e@)] etl? + %atetmdt
1—|B?|
B3dW (t) » -
_ t/2 2t BS* 1P —iP
ST B e
1 BSdW(U) S* i® —i®
= —~——2 (B¢’ ). 3.141
—oiojpp Bt (8.141)
Similarly the SDE for BS in terms of the new time variable is
Bs =~ _ps (L+e2*By). (3.142)
v 1 — v v

Initial calculations were performed using these equations, but there is a further simplification that
can be made. The solution for BY is

1—-wv
BY= — . 3.143
B (A8
The only calculations that will be presented in this thesis that were calculated using numerical

integration to find B rather than this solution are those for larger photon numbers for the constant
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€ case where the optimum value of ¢ was found numerically. It was found that performing the
integration rather than using this solution altered the results by less than 0.5%.

It is also possible to consider input states with more general mode-functions in a similar way [35].
In the general case, the input state has a time-varying mode function u(t) that is real and positive,

and is normalised so that .

/u(t)dt =1, (3.144)
0
where T is the total pulse length. The mode function gives the systematic variation of {(a), i.e.

(a) = ay x y/u(t), (3.145)
if any stochastic variation is ignored. If the photocurrent is defined as in (3.124), then the definitions
for A; and B; are

t
Ay = /ei@(s)\/u(s)l(s)ds, (3.146)

0
t

- / 2y (s)ds. (3.147)
0

By

For the case of squeezed states, the mode-function is
u(t) =e " (3.148)

Using this mode-function these definitions are identical to those used in [33].
In [35] there is no factor of \/u(s) in the definition of A;. This is because I(¢) is defined in a
slightly different way. In [35] it is assumed that the local oscillator is varied with the same mode-

function, so that
vl = Vul(t)s, (3.149)
where [ is a constant. The photocurrent is then defined as

SN, — 5N_

I(t) = lim i 1
®) = Jim, fim, 55 (3150)
This is equivalent to using
0Ny —ON_
I(t) =1 lim —— t). 3.151
®) StILHO\ﬂli)noo |y|ot u(t) ( )

As there is a factor of y/u(t) here, there is no need for it in the definition of A; used in [35].
The mode-function can be removed by redefining I(¢) as

I(t) = lim i ONy = ON-

jm 224 Z 0N 3.152
5t—0 |y|—=oo |y|/u(t)dt ( )

and changing the time variable to

v = /u(s)ds. (3.153)
0
With these changes of variables, A, and B, are now given by
A, = / e I(u)du, (3.154)

0
v

— / % du, (3.155)

0

&
I
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and I(t) simplifies to
I(v)dv = 2Re[ar,e ™™ ]dv 4+ dW (v), (3.156)

where
ay = ag//u(t). (3.157)

Here «v, may vary stochastically, but should have no systematic variation. Note that for u(t) = e ¢,

these changes of variables are identical to those used previously to remove the exponential factors.
An additional complication to the numerical technique is that rather than using the feedback in
the form

@y = arg CL=) g=(v) (3.158)
the form used was
A e(v)
9271) = arg CU (O_u> . (3159)
v

These forms are almost always equivalent; however, for some cases different results are obtained. If
the simple form (3.158) is used, this tends to bias the feedback phases towards zero. The reason for
this is that fractional powers generally have multiple solutions, and the program does not necessarily
give the appropriate one.

To demonstrate this, consider for example the case where ¢ = % If the phases of A, and C, are
27 /3 and —27/3, then clearly the phase estimate that we want is halfway between these, at ¢, = 7.
The feedback in the form (3.158) will give

B = arg(e~127/3)05 (¢i27/3)05
= arge /33
=argl
=0. (3.160)

What has happened is that the power of 0.5 has rotated the phases towards zero, so that mul-
tiplying C9-5 and A% together has yielded a phase of zero. On the other hand, if we use the form
given by (3.159), we find
By = arg e i2m/3(emi27/3)05

= arg 67127r/36717r/3

= arg(—1)
=, (3.161)

which is the correct result. I will usually give the feedback in the simple form (3.158), even though
it is necessary to use (3.159) in actual calculations.

3.4 Time Steps

Before performing the calculations, it is important to estimate the inaccuracy introduced by the
finite time steps. This is necessary to determine how many time steps are required in order to keep
the error due to this factor negligible. In Ch. 4 it is shown that the minimum phase variance when
there is a time delay of 7 is 7/(87). It is reasonable that there should be a similar scaling for the
error due to the finite time step.

In order to estimate the error due to the time step, the phase variance was determined numeri-
cally for mark IT measurements on squeezed states optimised for minimum intrinsic phase variance.
Calculations were performed for mean photon numbers of approximately 122, 432, 1577 and 5877.
For each photon number calculations were performed simultaneously for 2™ intervals, with several
different values of m. For photon numbers up to 1577, the value of m was varied from 7 to 16, and
for @ = 5877, m was varied from 8 to 17. For each time delay 2'4 samples were used.
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In order to minimise the error between the calculations with different numbers of intervals, the
random numbers for the smaller numbers of intervals were determined by combining the random
numbers for the larger numbers of intervals. Specifically, for a step size of dv, dWW was replaced in the
integration with W, which has a Gaussian distribution with a variance of dv. For the integration
with twice the step size, dv’ = 2dv, adjacent increments W were added to give the new increment
OW', with variance 2dv.

The results for mean photon numbers of 122, 432, 1577 and 5877 are shown in Figs 3.4, 3.5,
3.6 and 3.7, respectively. In these figures the straight lines shown are based on weighted linear
regressions. The slopes found for each of these graphs were

0.180 £ 0.010
S3.4 = =
n
0.185 £ 0.009
S3.5 = =
n
0.205 £ 0.009
SS.G = =
n
0.230 & 0.012
S37 = —— (3.162)

These uncertainties are based on the uncertainties of the individual points. As the same set of
random numbers was used for each time step size, it would be expected that the uncertainty based
on the deviation of the points from the line would be smaller. This is true for the smaller photon
numbers, but not for the larger photon numbers where the points tend to fit the line poorly.

Note that there tends to be some nonlinearity in the results for the larger photon numbers. This
is most obvious in Fig. 3.7, where the variances for the larger time steps are much higher than would
be expected based on a linear interpolation from the results for small time steps. In addition the
error bars are larger for these time intervals. The reason for this is that there are a small number
of results with large errors in the data sets on which these points are based. This causes both the
variance and the uncertainty in the variance to be larger. This is also true to a lesser extent for the
smaller photon numbers.

We are only interested in the phase variance for small time steps here, as we wish to use time
steps small enough to keep the error due to the finite step size below about 1%. For small step sizes,
the effect of this type of nonlinearity will be that the error is less than that expected based on the
linear fits for larger time steps. For example, if the last two points in Fig. 3.7 are omitted, the slope
obtained is 0.13/7.

There is a fair amount of variation between the slopes found for the different photon numbers,
and for different ranges of the linear fit. Nevertheless, the purpose of these calculations is not to
find an exact result, but rather to place an upper limit on the error due to the finite step size. In
each case, we find that

v
AV —. 3.163
(@) < = (3.163)
This means that if we use time steps of
aV(¢)
ov = 3.164
v="00 (3.164)

where V(¢) is the total phase variance, the error in the phase variance should be less than 1%.

3.5 Naive Constant ¢ Feedback

The first method that I will consider is that where the values of ¢ are the optimum values predicted
by the simplified theory:

e = (2aopeXer)”. (3.165)

For the results presented here, the states used are squeezed states optimised for minimum intrinsic
phase variance. For these states, the theoretical limit to the total phase variance is twice the intrinsic
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Figure 3.4: The phase variance for mark II measurements on optimised squeezed states with a mean
photon number of 122 with various time step sizes. The crosses are the numerical results, and the
continuous line is that fitted by a linear regression.
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Figure 3.5: The phase variance for mark I measurements on optimised squeezed states with a mean
photon number of 432 with various time step sizes. The crosses are the numerical results, and the
continuous line is that fitted by a linear regression.
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Figure 3.6: The phase variance for mark II measurements on optimised squeezed states with a mean
photon number of 1577 with various time step sizes. The crosses are the numerical results, and the
continuous line is that fitted by a linear regression.
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Figure 3.7: The phase variance for mark I measurements on optimised squeezed states with a mean
photon number of 5877 with various time step sizes. The crosses are the numerical results, and the
continuous line is that fitted by a linear regression.
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Figure 3.8: The variance for phase measurements using the predicted optimum value of ¢ as a ratio
to the theoretical limit.

phase variance. The variance for mark IT measurements (on general states optimised for minimum
phase variance under these measurements) does not exceed this limit until a photon number of
about 140. This does not contradict the theory, because the theoretical limit is only expected to be
accurate for large photon numbers. Because of this, the improved phase measurement schemes will
only be considered for photon numbers above about 140.

The results using this predicted value of € are shown as a ratio to the theoretical limit (of twice the
intrinsic phase variance) in Fig. 3.8, and as a ratio to the phase variance for mark IT measurements
in Fig. 3.9. For the results shown in these figures, 2'2 samples were used. For moderate photon
numbers above 140 this feedback does give an improvement over mark IT measurements, and is close
to the theoretical limit. This is true only over a small range of photon numbers, and for photon
numbers over about 5000 the phase variance is significantly over the theoretical limit. In fact, for
photon numbers above about 160000 this feedback technique gives larger phase variances than the
mark II technique. The best improvement in the phase variance is at a photon number of about
20000, where the phase variance is about 36% of the mark II phase variance.

The reason for these poor results is that the values of |A| given by this feedback technique are
too high. If we plot the mean values of |A|? (see Fig. 3.10), we see that although they start out close
to €, the agreement gradually gets worse and worse. Now recall from the above results for coherent
states that although there is agreement with theory over a large range of values of ¢, for smaller
values of ¢, larger photon numbers are required in order to have good agreement with theory.

In fact, the photon number required scales at least as e ~2. Conversely, we can say that the
mimimum value of € for good agreement with the theory scales roughly as w~'/2. For the predicted
values of £ above, we find that ¢ scales as log? n/m. Clearly this means that for the larger photon
numbers, the value of € will be too small for good agreement with theory.

3.6 Optimised Constant ¢ Feedback

In order to obtain smaller values of | A|, and therefore phase variances that are closer to the theoretical
limit, we can use different values of €. We would at first expect that reducing £ would give smaller
values of |A|; however, this is not necessarily the case. As demonstrated in Fig. 3.11, as the value
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Figure 3.9: The variance for phase measurements using the predicted optimum value of ¢ as a ratio
to the phase variance for mark IT measurements on optimum input states.
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Figure 3.10: The mean values of |A|? obtained for phase measurements using the predicted optimum
value of €. The analytic result of <|A\2> = ¢ is shown as the continuous line and the numerically
obtained values of <|A\2> are shown as crosses.
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Figure 3.11: The mean values of |A]? for measurements on coherent states with arg(Cl=<AS) feed-
back. The results for & = 4 are shown in dark blue, for & = 8 in green, for a = 16 in red, for a = 32
in light blue, for « = 64 in purple, for a = 128 in yellow, for « = 256 in black, for o = 512 as a
dashed dark blue line, and for a = 1024 as a dashed green line.

of ¢ is decreased for a fixed photon number, the value of |A|? decreases initially, but it reaches a
minimum, and then as € is decreased further |A|? increases. (This figure is for the same data as
Fig. 3.3.)

As we are in the region where the approximate theory breaks down, rather than using a predicted
value of ¢, it is better to vary € to determine which value gives the smallest phase variance for each
mean photon number. The phase variances obtained by this method are plotted in Fig. 3.12 as a
ratio to the theoretical limit, and in Fig. 3.13 as a ratio to the mark II phase variance. For these
results 2'' samples were used for moderate photon numbers, and 2° samples were used for photon
numbers above 2 x 106.

Again the phase variance is close to the theoretical limit for photon numbers up to about 5000,
but beyond this the phase variance is greater and greater than the theoretical limit. Unlike the
previous case, however, the phase variance continues to get smaller as compared to the mark II
phase variance. For the maximum photon number calculations have been performed for, the phase
variance is less than 10% of the mark II phase variance.

If we plot the ratio of the numerically determined optimum value of € to the analytically predicted
value (see Fig. 3.14), we find that for smaller photon numbers the optimum value of ¢ is less than the
predicted value. As the photon number is increased, the optimum value of ¢ is greater and greater as
a ratio to the predicted value. The actual value of € is still decreasing with photon number, though,
as demonstrated in Fig. 3.15.

These results indicate that although this phase feedback scheme is not achieving the theoretical
limit, it is achieving a better scaling than for mark IT measurements. Assuming that h(n) ~ cn™?,
a numerical fit was performed on the data to determine ¢ and p. Recall from Sec. 2.3.3 that the
approximate phase variance for general measurements on squeezed states is

V(¢) = V(decan) +2c07" {1 + p(gntl)} : (3.166)

Rather than simply assuming that the introduced phase variance was 2cn— P, this expression was
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Figure 3.12: The variance for phase measurements using the numerically determined optimum value
of € as a ratio to the theoretical limit.
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Figure 3.13: The variance for phase measurements using the numerically determined optimum value
of € as a ratio to the mark II phase variance.



80 CHAPTER 3. OPTIMUM ADAPTIVE DYNE MEASUREMENTS

=
o
(N
T
I

=
o
o
T
I

optimum ¢ relative to predicted €

10_ L L L L
10 10 10 10 10 10
n

Figure 3.14: The numerically determined optimum values of ¢ as ratios to the analytically predicted
optimum values of €.
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Figure 3.15: The numerically determined optimum values of ¢ for arg(Cl=¢ A%) feedback.
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Figure 3.16: The phase variance for arg(C =A%) feedback using the numerically determined opti-
mum values of €. The numerical results are shown as crosses and the continuous line is that fitted
to the data. The mark IT phase variance (dash-dotted line) and theoretical limit (dotted line) are
also shown.

used in order to obtain more accurate results. In addition, only data points for photon numbers
above about 10000 were used, as the data for small photon numbers gave a poor approximation of
the asymptotic result. It was found that the best fit was for ¢ = 0.095£0.008 and p = 1.685+0.007.
The data and the fitted line along with the mark II case and the theoretical limit are shown in
Fig. 3.16. As can be seen, the power law is a very good fit for the data.

Note that, because the value of € used depends on the photon number, this phase measurement
scheme can not be described by a single POM. Instead, the actual POM and H matrix will depend on
the photon number. Nevertheless, it is reasonable to consider these measurements as approximately
equivalent to a measurement scheme with a single POM, and the variation of h(n) as given above.

3.7 Time Dependent ¢
3.7.1 Simple Method

In order to improve on this result, the remaining alternative is to vary € during the measurement. As
the approximate theory above does not give any information about how e should be varied during
the measurement, trial and error was used initially. It was found that an improvement over the
constant ¢ case could be obtained if € was increased linearly during the measurement. Even better
improvements were obtained when e was increased proportionally to v2 or v3, or some higher power
of time.

A possible reason why e should be increased during the measurement can be deduced from
Eq. (3.28). In the case that we are considering a squeezed state, rather than a coherent state, the
phase of a,, is now time dependent. The phase estimate arg C,, gives an estimate of the initial phase,
and takes no account of the variation of the phase of the running value a,. This means that when
the variance of arg «, is large, the intermediate phase estimate may not be between the phase of «,,
and A,, even though it is between the phases of C, and A,.

If the variance of the phase estimate is kept sufficiently above the variance of arg «,, during the
measurement, then this problem should be corrected. Therefore a statistical phase feedback scheme
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Figure 3.17: The phase variance as a ratio to the theoretical limit for the feedback scheme where ¢
is chosen such that the variance of the intermediate phase estimate is no less than a fixed multiple
of the variance of arg .

was used, where at each time the value of € was chosen such that the variance in the phase estimate
was at or below some fixed multiple of the variance of arga,. These variances were determined
numerically from a large number (2'2) of simultaneous calculations. The best multiple to use cannot
be predicted, and was determined numerically from these samples.

The results obtained using this method are shown as a ratio to the theoretical limit of twice the
phase variance of an optimised squeezed state in Fig. 3.17. The results are far better than for the
case where ¢ is kept constant, with the phase variance being below or close to the theoretical limit
for all the photon numbers tested. Even for the largest photon number it was feasible to perform
calculations for the phase variance is less than 8% above the theoretical limit.

The optimum limiting ratio between the phase variances turns out to be different for the different
photon numbers. The optimum values obtained are shown in Fig. 3.18. The minimum value is around
2.5, which is about what would be expected in order to prevent the phase estimates being outside
the interval between arg o, and arg A,. The optimum limiting ratio can be much higher, however,
and generally increases with photon number.

Another factor is that initially arg C', will be a poor phase estimate, and therefore the phase
estimate may not be between the phase of «,, and A, if € is too small. This would seem to indicate
that € should be large initially to take account of this. It was found that this in fact made the
measurement poorer. This indicates that the situation is not as simple as indicated in the analysis
above.

This phase measurement scheme, although it provides measurements at or very close to the
theoretical limit, is unsatisfactory because the values of € are determined statistically from a large
number of measurements, rather than determined from the individual values of A,, B, and v. It is
possible to determine the variation of € numerically in this way for a particular photon number, and
use this variation to obtain results close to the theoretical limit for independent measurements. This
requires knowledge of the photon number, however, and the variation takes a long time to calculate.

In order to determine the values of € to use in a simple way, we can consider the approximate vari-
ation of the variance of arg «,,. Taking the system phase to be zero, and making the approximations
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Figure 3.18: The optimum limiting ratio between the variance of the phase estimate and the variance
of arg ay,.

that e'® ~ i and BY is approximately real, Eq. (3.141) simplifies to

i BSdw
do, ~ — v . 1
¢ 1—vl+BS (3.167)
Using the approximation BS ~ 1, this becomes
i dW
day, =~ — —_— 3.168
“ 1-v 2 (3.168)
Using this to determine the variation in the phase of a, gives
darg o, = Im[dlog a,)
 m day, (da,)?
ay 2a2
ST .
~Im (1w 2o g UmwP 4 3.169
m [ oy + 202 ( )
Assuming that a,, remains close to its initial value a, which is real, this simplifies to
—dW
d o . 3.170
area 2(1 —v)a ( )
Using this, the increment in the expectation value of (arg a,)? is
dv 1
d D)) — = 3.171
((argan)?) ~ ot (317)
This gives us
1 1
((arg oy)?) =~ 107 { (3.172)
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During the course of the measurement we wish to keep the variance of the phase estimate at
some constant, k, times the variance of the phase of «,,. Therefore the variance in the phase estimate

should be k 1
<0A2 N — . 3.173
< U> 40{2 (1 — ’l)) ( )

As the simplest approximation, the variance of arg A, can be assumed to be the same as for the
mark I case, where it is 1/(4a+/v). Approximating the phase estimate as e(v) arg A,,, this gives

1k 1

5(1})240“/6 402 (1—v)’

(3.174)

This implies that the value of €(v) should be

e(v) ~ \/E, / % (3.175)

This approximation is a bit too simplistic, as the variance of arg A, increases as ¢ is decreased.
Alternatively, using the result given in Eq. (3.41), we find

< (Y 3.176
w~ () (3176)
This result is not necessarily any more accurate than the previous one, however, as the solution
(3.41) is only accurate for constant e.

The full differential equations taking into account the time dependent ¢ are extremely difficult
to solve, and do not appear to have a simple solution of the above form. Therefore we will instead
consider the numerical results for the full calculation. The time dependence of £(v) for a mean
photon number of about 22255 is shown in Fig. 3.19. The analytic approximation shown was found
by trial and error, and is

1 W

e(v) = 350 (1= o)

The dividing factor of 350 here is around twice the value of «.

The common features of the above expressions for € are a factor of v to some power in the
numerator, and factors of 1 — v and « to some power in the denominator. Various expressions with
these features were tested, but the one that gave the best results was

(3.177)

c(v) = é . (3.178)

Note that this is very similar to the above analytic approximation for the exact results, except that
1 — v is taken to the power of 0.5 rather than 0.8 (as well as a difference of a multiplicative factor).

This expression suffers from the slight drawback that it is dependent on the value of «, rather
than the experimentally measured quantities. This is easily corrected by using the slightly modified

expression,
v2 — | B, |2 v
= . 3.179
=" Vi (3.179)

Here |C,|/(v? — | B,|?) is used as an estimator for a.

The results for this method are shown in Fig. 3.20 as a ratio to the theoretical limit. As this
figure shows, the results are very close to the theoretical limit, and even for the largest photon
number for which calculations have been performed the phase uncertainty is only about 4% above
the theoretical limit. For these results 2'!' samples were used. This sample size was used for the rest
of the results in this chapter, unless otherwise stated.

If the integration time step is reduced, while keeping the time interval at which the phase es-
timates are updated constant, the phase variance converges. If, however, the phase estimates are
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Figure 3.19: The values of € found for a mean photon number of 22255 and a limiting ratio of 2.7.
The dashed line is the numerical results and the continuous line is an analytic approximation.
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Figure 3.20: Variance for phase measurements with a time dependent ¢ given by Eq. (3.179) plotted
as a function of the photon number of the input state. The phase variance is plotted as a ratio to
the theoretical minimum phase variance (i.e. twice the intrinsic phase variance).
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Figure 3.21: Values of ¢é® and @' (calculated from A and B) resulting from measurements on squeezed
states of various mean photon numbers. The variation of ¢¥ with @' for optimum squeezed states
is also plotted (continuous line).

updated at smaller and smaller time intervals then the phase variance does not converge. For exam-
ple the phase uncertainty for measurements on an optimised squeezed state with a photon number
of 1577 is 1.54 x 1079 if we use the time steps given above. If we use time steps that are a hundred
times smaller, then the phase variance is 1.93 x 1076, and if the time steps are a thousand times
smaller the phase variance is 2.13 x 1076, These results indicate that the phase estimates must be
incremented in finite time intervals for this method to give good results, and the size of the time steps
that should be used depends on the photon number. The phase variance is not strongly dependent
on these time steps, however, and only an order of magnitude estimate of the photon number would
be required.

3.7.2 Evaluation of Method

A problem with determining the phase variance by the method above is that for highly squeezed
states (that are close to optimised for minimum phase variance), a significant contribution to the
phase variance is from low probability results around 7. In obtaining numerical results the actual
phase variance for the measurement will tend to be underestimated because the results from around
7 are obtained too rarely for good statistics. It would require an extremely large number of samples
to estimate this contribution. However, we can estimate it non-statistically as follows.

Recall that in order to have a measurement that is close to optimum, the multiplying factor
Q'(m*, £P) should give values of ¢ for each @ that are close to optimised for minimum phase
uncertainty. To test this for the phase measurement scheme described above, the 7¥ and &P were
determined from the values of A and B from the samples. The resulting data along with the line
for optimum &P are plotted in Fig. 3.21. The imaginary part of £¥ should be zero for optimum
measurements, and is small for these results. Therefore in Fig. 3.21 the real part, R, is plotted. As
can be seen, the vast majority of the data points are below the line, indicating greater squeezing
than optimum. (There are more points above the line for large 77; more will be said about this later.)
This means that if the low probability results around 7« are taken into account the phase variance
for these measurements will be above the theoretical limit.
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I will firstly consider the effect of variations in the modulus of ¢F, leaving consideration of error
in the phase till later. In order to estimate how far above the theoretical limit the actual phase
variance is, we can make a quadratic approximation to the expression for the phase variance. From
[45] the expression for the intrinsic phase variance of a squeezed state is, for real ¢,

e 1
~—4 — + nes
V(o) 1 T anz 2erfe(v2met). (3.180)

Taking the derivative with respect to ¢ gives

2¢ m _
d%V(ap) ~ 62—_ — 4eb ) L em2me™ (3.181)
n 7
Taking the second derivative we obtain
d2 2¢ 27 _ 2N _
el C eyl el | T (_gpeC)em2ne™ (3.182)
n s i

Using the fact that the first derivative (3.181) is zero for minimum phase variance gives

2n — 2¢ 62C
4eby ) —em T = 3.183
¢ i € 2n ( )

Using this result, the expression for the second derivative simplifies to

d? e X e
—V(p) v — — — + 47e®* —
d¢? (4) n n +ane n
e¢
= — +2¢%
o + 2Ze
n
- 2—;2 (1+4ng). (3.184)

This means that for values of ( close to optimum the increase in the phase variance over the optimum
value is o
AV (@) ~ (AlC])* =5 (1 + 4no). (3.185)

Here the absolute value of ¢ has been used for greater generality.
The main contribution to the phase uncertainty is no/(4n2), so the increase in the phase uncer-
tainty as a ratio to the minimum phase uncertainty is approximately

AV(9)
Vmin(¢)

Note that as the photon number is increased, ng increases roughly as logn. This means that in
order for the percentage increase in the excess phase uncertainty to remain limited, the error in ||
must decrease with photon number.

Now I will use the superscript P to indicate specifically the squeezed state in the POM. Since
ICP| = |£F], we obtain

~ (AIC)? (1 + dno). (3.186)

AV(6) ~ (A€} 15 (1 + 4no). (3.187)

Here I have used the values of ng and @ for the input state, rather than the squeezed state in the
POM. As the input states considered here are optimum squeezed states, the average values of these
quantities for the squeezed state in the POM should be close to those for the input state. For a more
general input state we would still use the value of 7@ for the input state, but the value of ny should
be chosen as the corresponding value for an optimum squeezed state with mean photon number 7.
This estimate indicates that the actual phase variance for the measurement scheme described
above can be significantly larger than the intrinsic phase variance. For example, for a mean photon
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number of about 332000, the rms deviation of [¢F| from the optimum value is only about 0.16, but
a squeezed state with [¢F| differing this much from optimum will have a phase variance more than
twice the optimum value. This indicates that if the low probability results around 7 are taken into
account, the introduced phase variance is actually more than twice the theoretical limit.

Now I will estimate the contribution from error in the phase (rather than the modulus) of &£F.
Recall that in attempting to estimate the phase of a state, we measure quadratures close to /2.
For the 7/2 quadrature

X, /9 = —i(a—a), (3.188)
the expectation value is
<X,T/2> = 2| sin ¢. (3.189)
For small ¢, this means that
<X,T/2> ~2|alp. (3.190)

Canonical measurements can be considered by assuming that « is known, and that the 7/2 quadra-
ture is proportional to the phase. This would mean that a measurement of )A(,r /2 is equivalent to a
direct measurement of the phase.

For simplicity the system phase will now be taken to be zero. The estimated phase is then pro-
portional to the measured value of X x/2, and the variance in the phase estimate will be proportional
to the variance in the 7/2 quadrature:

(AX2),) ~ 47 (Ag?). (3.191)

Here the approximation 7 ~ |a|? has been used. This is reasonably accurate for the states that are
considered here. Now recall that the uncertainty in this quadrature for a squeezed state is

<AX3F/2> = €% cos? %gﬁg + e %" sin? %QS(, (3.192)

where r and ¢ are the magnitude and phase of (.
Therefore the uncertainty in the phase is

2r 21 —2r ;2 1
_e”"cos” 5¢¢ +e 7 sin” 5¢¢
- )

(a7

(3.193)

If the phase of ¢ is close to 7 (so ( is close to negative real), we can make the approximation

6—27" + 627" (A(ZC)z

an ’

<A¢)2> ~~

(3.194)

where A¢s = ¢ — m. The first term in the numerator is identical to the first term for the intrinsic
phase variance of a squeezed state. Clearly the second term is the excess phase variance due to the
error in the phase of (. Therefore the extra phase variance due to error in the phase of ( is given by

A 2
AV(g) ~ BES) 1a6r§0<) :

(3.195)

Note that the error in the phase of £ is equivalent to the error in the phase of ¢ above, as the
above case is for a system phase of zero. Now using the superscript P to indicate specifically the
squeezed state in the POM, we have

A P2
av(e) = SBEEL

(3.196)
Here we are again using the value of ny from the input state. Using this estimate on the example
used for the magnitude, with 7 &~ 332000, it can be seen that this is not so much of a problem, with
the introduced phase uncertainty being increased by less than 3% by this factor.
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3.7.3 Corrected Method

The problem of the large contribution from low probability results around 7 can be effectively
eliminated by using corrections near the end of the measurement. In order to describe this we
must firstly consider the values of o and ¢F for intermediate times. From Ref. [33], the POM for
intermediate times is

Fy(Ay, By) = Qu(Ay, By exp(3Byat” + Ayal)(1 — v)* “exp( Bia® + A%a). (3.197)

This is mixed, not pure, and it is therefore not possible to simplify it to an expression in terms of
squeezed states, as is the case at the end of the measurement. I will therefore define the values of af
and ¢I by analogy with the definitions at the end of the measurement, but these will not actually
correspond to squeezing parameters for a squeezed state in the POM.

Recall from the introduction that for a coherent state we have

vA, + B, AL = o (vV2 = |By|?) + i (vo, — Byoy), (3.198)

SO
vA, + ByA:  i(vo, — Byol)

= v v, 3.199

@ V2 — B2 V2 — |B,|? ( )

This means that C,/(v?—|B,|?) can be used as an estimator for . The situation is more complicated
for squeezed states, as there are extra terms due to the stochastic variation of a. It is still possible to
use C,/(v? — | B,|?) as an estimator for a, however. As aF is defined by the value of C,/(v? —|B,|?)
for v = 1, it is therefore reasonable to define intermediate values ol by

A,v + B, A*
P _ v vty
@y = 2 B2 (3.200)

For the case of (!, note that (¥ is very large when all the feedback phases are close to each
other, and B is correspondingly close to 1. In order for (! to have the same property, the argument
of the atanh function should be close to 1 when the phase estimates are very close together. As
the maximum value B, can have is v, this will be the case if B, is divided by v. Using this, the
definition of ¢¥ is

P By |By|
¢y = |Bv|atanh< ” ) (3.201)

Note that this relation of af and Cf to A, and B, is not analogous to the relation of a, and
¢, to AS and BS. The quantities A5 and BS are defined by analogy to A, and B, at time v = 1.
The time varying values of A% and BY are found by using the same definition with the time varying
squeezing parameters.

Near the end of the measurement, at each time step the photon number is estimated from the
values of A, and B,. The estimator used is

|aP | 4 sinh? |¢F|. (3.202)
I will call this estimator @25, so that this variable is analogous to " . The optimum value of £F is
then estimated using an asymptotic formula based on the result in [45],

. L o
ot — _1log [ — v ) 3.203
S 2708 (logﬁf-i-A’) ( )

where
A" =2log2 — 1log 27 ~ 0.926825. (3.204)

Note that this A’ differs from the A defined in Eq. (2.136) of Sec. 2.3.1 by 1.5. The optimum value
of ¢¥' will be complex, with a phase dependent on the phase of a?.
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If (R (the real part of £F) is too far below this optimum value, rather than using the feedback
phase of Sec. 3.7.1, the feedback phase used is

1 C,
d(v) = 5 are | By - UC—; tanh [£0PY]| . (3.205)
Using this feedback phase takes B, directly towards the optimum value. To see this, note firstly
that the optimum value of B,, is
C

BoPt = vc—z tanh |§f}’pt| . (3.206)
This can be seen by inverting the definition of ¢}'. The factor of C,/C makes the phase of this zero
relative to al .

If we then take the exponential of the feedback phase, we find

e*?® « B, — B, (3.207)

SO
dB, x B%" — B, (3.208)

Here the proportionality symbol indicates that the phase is equal, but not necessarily the magnitude.

This demonstrates that this feedback phase takes the value of B, directly towards the optimum value.

The details of exactly when &R is considered too far below optimum can be varied endlessly, but

for the results that will be presented here this alternative phase estimate is used after time v = 0.9
and when

]| > |egpt]erlev (=), (3.209)

Using the exponential multiplying factor means that this alternative feedback is only used towards
the end of the measurement. Only considering the alternative feedback in the last 10% of the
measurement is necessary for the smaller photon numbers, where Eq. (3.209) is too weak a restriction.
In Ref. [51] the feedback phase

! {B” C”], (3.210)

D (v) 5 818 B, C
was also mentioned. It turns out that this is not necessary, and very good results can be obtained
by using (3.205) alone.

It was found that good results were obtained for a wide range of photon numbers when the
value of A\ used was 1073, It is also possible to adjust the value of A individually for the different
photon numbers; however, this only gives marginal improvements. The results for this value of A
are shown in Fig. 3.22. The contribution due to the error in the phase of £¥ is small for the entire
range considered, below 3%. The contribution due to error in the magnitude of £F is even smaller
for moderate photon numbers, but for the largest photon numbers it rises dramatically.

The reason for this rise is that the above correction only corrects for values of (& that are
below optimum, and for the larger photon numbers many of the uncorrected values of ¢® are above
optimum (see Fig. 3.21). In order to make the corrections work well, a dividing factor can be used to
bring the uncorrected values below the line. For the second largest photon number tested of around
5 x 10%, the best results were obtained when the values of € as given by (3.179) were divided by 1.1.
For the largest mean photon number tested, 2 x 107, the best results were obtained for a dividing
factor of 1.2. The value of A that gave the best results with these dividing factors was 5 x 1074,

The results using these dividing factors and altered value of A for the larger photon numbers are
shown in Fig. 3.23. In this case, the contribution due to error in the magnitude of ¢¥ remains small,
around 1.5%, for the largest photon numbers. The contribution due to the error in the phase of ¢P
does go up slightly for the largest photon numbers, but it is still well below 3%. The total excess
phase variance due to error in ¢& does not exceed about 5% for the entire range of photon numbers
considered.

The indication is that the optimum dividing factor will continue to increase for photon numbers
beyond the maximum for which calculations were performed. Unfortunately, using these dividing
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Figure 3.22: Contributions to the phase uncertainty from error in the magnitude of £ (continuous
line) and the phase of ¢ (dash-dotted line). No dividing factors are used, and A = 1072, The
contributions are plotted as a ratio to the theoretical minimum introduced phase uncertainty.
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Figure 3.23: Contributions to the phase uncertainty from error in the magnitude of £ (continuous
line) and the phase of ¢F (dash-dotted line). Dividing factors of 1.1 and 1.2 are used for photon
numbers of 5 x 10 and 2 x 107, respectively. For these photon numbers A = 5 x 10™%, otherwise
A = 1073, The contributions are plotted as a ratio to the theoretical minimum introduced phase
uncertainty.
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Figure 3.24: The phase variance as estimated using the phase data as a ratio to the theoretical
limit. The continuous line is just the variance of the phase data, the dash-dotted line is the variance
corrected for the low probability results around £, and the dotted line is the corrected theoretical

limit taking into account the variation in 7% .

factors means that the photon number must be known beforehand. Nevertheless, as the dividing
factor required increases only very slowly with the photon number, only a rough, order of magnitude,
estimate of the photon number is required.

With this modified technique the phase variance again does not converge as the feedback phase
is updated in smaller and smaller time intervals. The phase variance is less dependent on the time
step with this technique, however. For example, for a mean photon number of 1577 the total phase
variance for measurements on an optimised squeezed state only increases by about 9% as the time
steps are reduced by a factor of 1000. In contrast, the phase variance increases by a factor of 38%
for the uncorrected technique.

As an alternative way of evaluating the results we can again consider the variance of the phase
estimates obtained, as shown in Fig. 3.24. In order to take account of the low probability phase
results with large error, we can add a factor of 1/(4m). The reason for this correction is that, from
Ref. [45], the term 2erfc(y/2ng) is the contribution due to results with large error. From Eq. (2.134),
for squeezed states near the theoretical limit this term becomes approximately 1/(87). We must
add twice this, as phase measurements near the theoretical limit on optimally squeezed states have
a variance twice the intrinsic variance of the squeezed state.

As can be seen in Fig. 3.24, when this correction is included the results are noticeably above
the theoretical limit. The results are on average around 10% above the theoretical limit, which is
slightly more than would be expected from the previous analysis. The problem appears to be that
the results where @' is small have disproportionately high errors. Even though <ﬁp> ~n, we will
find that

P _
<logn +A> logn+A. (3.211)

4mP? 4n*
This means that the mean phase variance for the states |a¥,¢P) will be higher than that for the
state |a, ¢), even if they are minimum phase uncertainty squeezed states.

This seems to be an intrinsic problem with these type of measurements, as any state that has
small phase variance will have large uncertainty in the photon number. It is therefore reasonable to
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postulate that it is not possible to reduce the introduced phase variance below the mean value of
(logm® + A)/(ZMPQ), and that this is therefore the actual limit.

When the theoretical limit to the introduced phase variance is corrected based on the values
obtained for @', the theoretical limit to the total phase variance (i.e. the intrinsic phase variance
plus the limit to the introduced phase variance), is as shown in Fig. 3.24. The phase variance
performs much better when compared with this corrected theoretical limit, and even for the largest
photon numbers is no more than about 5% above it.

3.8 Beyond the Theoretical Limit

The final question that will be addressed in this chapter is whether it is possible, in some cir-
cumstances, to reduce the introduced phase variance below the theoretical limit. Recall that the
theoretical limit is based on the probability distribution for A and B being given by

P(A, B) x |(@]a®, 7). (3.212)

If the phase estimate that is used is arg(A + BA*), then this implies that the introduced variance in
this phase estimate is the intrinsic phase variance of the state |a', (). If the phase estimate used
is not arg(A + BA*), however, this limit does not apply.

The main example of this is homodyne measurements. For homodyne measurements, we find
that A 4+ BA* =0, so it is not possible to use the phase estimate arg(A + BA*). Instead, we must
use a phase estimate that relies on prior knowledge of the state. For a homodyne measurement
the local oscillator phase is equal to the system phase plus 7/2. We do not need to consider the
photocurrent as a function of time I(t), as the measurement is essentially just a measurement of the
phase quadrature X¢, where

X = ae™'® +ale'®, (3.213)

For arbitrary system phase, the expectation value of the /2 quadrature is
<X7,/2> = 2|alsin . (3.214)

This means that, provided |« is known, we can use

¢ = asin (X”/Q) (3.215)

2|

as a phase estimate. As the asin function is very linear near 0, this means that these measurements
are extremely close to being direct measurements of the phase.

3.8.1 Fitted Phase Estimates

For the case of adaptive phase measurements, we can consider phase estimates that are based on
fitting the phase to the data. The introduced phase uncertainty can then be estimated using the
techniques of data analysis. If we consider the photocurrent for a coherent state over a small but
finite time interval v, we have

I(v)év = 2|af cos(p — @)dv + 6W (v), (3.216)

where ¢ is the system phase, and ® is the local oscillator phase. This is equivalent to a series of
data points y; = I(v;)év, where
(yi) = 2| cos(p — ®@)dv. (3.217)

If the values of |a| and ¢ are assumed to be |af| and ¢ respectively, then the expectation values for
the data points are
& =2 ’ozf’ cos(¢p — ®)dw. (3.218)
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I will firstly consider the case where both the magnitude and phase of « are fitted for, then the
case where |a| is known, and only the phase needs to be fitted. To perform the fit, we wish to

minimise )
M(al) = (yi — &)*. (3.219)
Expanding this gives
M(al) = Z [(I(vi)év)2 —4I(v) |af| cos(¢p — ®@)ov? + 4 ’ocf|2 cos?(¢ — @)5@2} . (3.220)

As the (I(v;)dv)? term does not depend on the fitting values, it can be omitted. We can also remove
a constant factor of 26v. Then taking the limit of small dv gives

M'(af) = / [—2[(1}) ! | cos(¢ — ®) + 2|’ | cos(¢ — @)} dv. (3.221)
0

This can be simplified to an expression in terms of A and B:
M'(a!) = Re [72A*o¢f +af* - B*(ozf)z} . (3.222)

As this should be minimised for the fitted value of «, the derivatives with respect to the magnitude
and phase of a/ should be zero. Thus we have

%M'(af) =Im [-24%af —2B*(a’)?] =0, (3.223)

and

0
dlaf|

The solution of these equations is given by

M'(af) =Re [-24%¢"*7 +2|af| —2B*|af | e*#7] = 0. (3.224)

A+ BA*
F= ;2 (3.225)
1—|B|

Thus we find that, if the coherent amplitude is unknown, fitting gives exactly the same phase
estimate arg(A + BA*) as has been used previously.
In order to find the uncertainty in the fitted values, we calculate the matrix C', where

9&i
Cin = 85[) (3.226)
9&i
Cio = 3\0&f|' (3.227)
The covariance matrix is then given by
o? Mg, (3.228)

where M = CTC, and o2 is the variance in the individual data points (which is dv in this case).
Evaluating Mo gives

S 4al?sin?(p — ®)dv? — Y 4 |alsin(p — @) cos(p — ®)dv?

Me=| _ S 4alsin(¢ — @) cos(p — P)dv? S dcos?(p — ®)dv?

(3.229)

In data analysis we would normally evaluate this using the fitted value of « rather than the actual
value, as the actual value is unknown, and we wish to estimate the uncertainty in the fitted value.
Here, however, we are interested in the variance in the phase estimates for a given value of «, and
it is therefore more useful to express the result in terms of the actual value of a.
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Taking the inverse to find the variance in the fitted phase, we find

> dcos?(p — @)dv

var(¢) = ;
[24 la|? sin? (¢ — <I>)5v} [ 4 cos? (¢ — ®)dv] — [3 4 |a| sin(p — D) cos(p — ®)dv)”
(3.230)
Taking the limit of small dv, this becomes
2(p—®)d
var(¢) ! J cos™(p = )dv 5. (3.231)

T4 af? [/ sin®(p — @)dv] [ [ cos2(p — @)dv] — [ [ sin(p — @) cos(p — ®)dv]

From this expression we can see that smaller phase variances will be obtained if sin(¢ — ®) cos(¢ — @)
has a time averaged value close to zero. This is possible because sin(p — @) cos(p — ®) can take
negative values. We will also obtain small phase variances if the time averaged value of sin? (p— D)
is close to 1. This means that the local oscillator phase should also be close to ¢ + 7/2. Note that if
we are using a local oscillator phase of @ + /2, using a better phase estimate ¢ does not necessarily
result in a smaller variance, as we also want sin(¢ — ®) cos(¢ — ®) to average to zero. This gives an
alternative explanation of the result found before that using the best intermediate phase estimate
does not result in the smallest phase variance.

In order to obtain better phase estimates, we can consider the case where |« is known, and only
the phase is fitted for. Then it is easy to see that we obtain Eq. (3.222), except the actual value of
|| is used:

M'(¢) = Re {_2,4* la| € + |af® — B* |af® em] . (3.232)

As |a|? does not depend on the fitted phase, it can be omitted, so this simplifies to
M'(¢) = —Re {214* o €' + B* |a)? e%ﬂ . (3.233)

Note that this is equivalent to the result obtained in Eq. (21) of Ref. [36]. To have a minimum, we
require

9 _ _
g M (0) = —m [ZA* o] € + 2B* |of? 62“?] ~0. (3.234)
Unlike the previous case there is no simple solution in terms of A and B. The solution to this can
be found by finding the roots of the fourth order polynomial

P(cos ¢) = 4 |a|* | B)? cos* ¢ + 4|a| Re(AB*) cos® ¢ + (JA]> — 4 |a* | B|?) cos? ¢
—2|a| (ImAImB + 2ReAReB) cos ¢ + |a|® (ImB)? — (ReA)?. (3.235)

The variance in the phase estimate, on the other hand, can be found far more easily. We simply
have
Mc = 4laf’sin®(p — @)d0v, (3.236)

so the variance in the fitted phase is

1

var = . 3.237
(@) S 4a)? sin?(p — ®)dv ( )
In the limit of small dv this becomes
1
var (o) (3.238)

N 4lal? [sin?(p — ®)dv

This is much simpler than the case where both the amplitude and the phase were fitted. The smallest
phase variance can be obtained by using local oscillator phases as close as possible to ¢ + 7/2, and
there are no extra terms to complicate the problem.
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It is clear that if an accurate estimate of the phase is known beforehand, it is possible to obtain
a phase variance that is extremely close to the intrinsic phase variance of 1/4 |a|2. If the local
oscillator phase is ® = @ + 7/2, then the expression for the variance becomes

1
4lal? [ cos?(p — @)dv

1. J(p = ¢)*dv.
2
4o 4al?

var(¢) =

Q

(3.239)

This indicates that the introduced phase variance is proportional to the variance in the intermediate
phase estimates, so it should be possible to reduce the introduced phase variance practically indef-
initely by using better intermediate phase estimates. In particular, it should be possible to reduce
it below the theoretical limit based on arg(A + BA*) as the final phase estimate.

If the intermediate phase estimate is based on the measurement results so far, then the variance
in the phase estimate cannot be smaller than the canonical phase variance for a coherent state with
la|® v photons, 1/(4]al* v). We cannot use this directly in the above equation, as this variance goes
to infinity for zero time. Since the average value of cos? for a randomised phase is 1/2, it is only
reasonable to use the approximation

(cos?(p = @)y 1= {((p— 9)%), (3.240)

when it gives a value less than 1/2. In order to obtain an approximate result, we can use this
approximation for v > 1/(2|a|?), and use 1/2 for v < 1/(2|a/®). Then we find

2\a\2d 1 1
/cos%gp—@)dv% 2y / 11— ———|dv
2 4lal”v
0 1
2]a|?
1+log2|al®
=1— LJM. (3.241)

4lal

Therefore the phase variance should be approximately

1 1+1log?2|al?

var =
(@) 4ol 16 |a|*

(3.242)

Thus we find that the introduced phase variance scales roughly as log7/(16m2). This is less than
the theoretical limit, which scales as log7/(472).
To check the scaling when the calculation is performed exactly, we can use

(cos? ) = (1 +Re(e*?)). (3.243)

Here the system phase has been taken to be zero for simplicity. For a coherent state with amplitude
a+/v, we have

(n|ay/) = ea"’vﬂ(agl (3.244)

This means that

(e39) = Z(a\/ﬂnﬂn + 2|av/v)
n=0

n+
- Z\/n'n+2

(3.245)
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Figure 3.25: The excess phase variance multiplied by 1672 for coherent states calculated using
Eq. (3.246). The calculated result is shown as the continuous line, and the dotted line is the fitted
expression (3.247).

Now taking the integral of this over time gives

1
R 0 n+1 tn+1
—a“v d — 7t
0/6 ;\/n'n+2 Y J Z«/n'n+2
a ,n+2)
= = Z \/ﬂ (3.246)

where T'(a?,n + 2) is the incomplete gamma function. This can then be used to evaluate <0052 ¢>
exactly. The results calculated in this way are plotted in Fig. 3.25.

It was found that the scaling of the introduced phase variance was again logn/(16n%) when
estimated using this more exact method. There was a difference of order 72 with the previous
result, however. It was found that the introduced phase variance was very close to

logm + 1.
ogm +727733 (3.247)
16m

as compared to
logm + 1.693147
16m2
using the very approximate method of Eq. (3.241).

Note that this result is still based on assuming that the intermediate phase estimates are as
good as canonical. To determine the result for the real case, where the intermediate phase estimates
are based on the preceding data, we must perform stochastic integrals to determine the result
numerically. To determine the results in this case, rather than performing the integrals separately
for each mean photon number, a continuous calculation with an exponentially increasing time-step
was used. Then at various times, the photon number up to that time and the integral of <0052 ¢7>
were determined.

(3.248)
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Figure 3.26: The excess phase variance multiplied by 1672 for coherent states as determined using
stochastic integrals. The calculated result is shown as the continuous line, and the dotted line is the
fitted expression.

It is possible to do this in the case of coherent states, because the integral up to time v with
coherent amplitude « is equivalent to the integral over the unit interval with amplitude a/v. Note
also that the integral of <0082 <,2>> does not need to be calculated separately, because

v
ReB, = /cos2 Doy dii. (3.249)
0

For this calculation the intermediate phase estimate was the best phase estimate using the known
value of |a|, as found by solving Eq. (3.235).

This calculation was performed for 2'4 samples, and the results are shown in Fig. 3.26. The
results again scaled as logn/(16n2), but the term of order 2 was different. The scaling obtained
was approximately

logm + 2.4
1672
As can be expected, this is slightly worse than the result calculated assuming that the intermediate
phase estimates are as good as canonical.

This demonstrates that if the coherent amplitude is known, it is possible to reduce the introduced
phase variance to a factor of 4 below the theoretical limit (that scales as log7/(472)). Unfortunately
this is not very useful in the case of coherent states, as the introduced phase variance is always (for
an adaptive feedback scheme) far less than the intrinsic phase variance.

If the introduced phase variance remained this small for a squeezed state, then this would be a
very significant result. Unfortunately, the result that the introduced phase variance should be fairly
independent of the input state breaks down for this type of phase estimate, for similar reasons to
why the theoretical limit does not apply.

The best phase estimate as found by solving Eq. (3.235) is specific to coherent states, and the
best phase estimate for other states will be different. For the case of squeezed states, this is a difficult
calculation where the evolution of the state for each input phase must be determined based on the

(3.250)



3.8. BEYOND THE THEORETICAL LIMIT 99

1072} e |
8107 1
C
3
3
>
(]

(%]

S 6

< 10° 1
5

10} 1

10° 10° 10" 10°

n

Figure 3.27: The phase variances using arg C,, feedback on optimally squeezed input states. The
crosses are the results for arg C' phase estimates, the pluses are those found by solving Eq. (3.235),
and the circles are those for the phase estimates based on numerically minimising Eq. (3.255). The
continuous line is the theoretical limit, and the dotted line is the variance for mark II measurements.

measured values of I(v). Specifically, in the discretised calculation we are using

I(v)dv = 2Re(ae ™) 5u 4 6W (v). (3.251)
For some assumed system phase, we can determine what value §W (v) would have using

SW'(v) = I(v)év — 2Re(al,e ™)) 5o, (3.252)

where the primes indicate that these are the values determined based on that assumed system phase
(as opposed to the actual phase). For this value of §W’(v), the evolution of o, is then

r_ 1 Blis;(swl(v) 1S* _i® —id
O (Bve te ) (3.253)

where
1—w
(B5) = By

After these values are calculated over the entire time interval [0,1), we then determine

> (W (v)* (3.255)

We wish to minimise this in order to find the phase that gives the best fit to the data.

It is feasible to use this method for the final phase estimates; however, it would make the
calculation far too difficult if it was also used for the intermediate phase estimates. Therefore, for
the intermediate phase estimates arg C, was used initially. The results of using this intermediate
phase estimate on optimally squeezed states are plotted in Fig. 3.27.

If the arg C' phase estimate is used at the end of the measurement as well, the phase variance
is far greater than the theoretical limit. The phase estimate based on minimising (3.255) gives a
much reduced variance, but it is still far above the theoretical limit. In fact, it is still worse than

B = (3.254)
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Figure 3.28: The phase variances for measurements on optimally squeezed input states using phase
estimates in the feedback found by solving Eq. (3.235). The crosses are the results for arg C' phase
estimates, the pluses are those found by solving Eq. (3.235), and the circles are those for the phase
estimates based on numerically minimising Eq. (3.255). The continuous line is the theoretical limit,
and the dotted line is the variance for mark II measurements.

the phase variance for mark II measurements. Also shown in Fig. 3.27 is the phase estimate based
on coherent states, found by solving Eq. (3.235). These phase estimates give variances that are very
close to, but slightly above, the variances for the fitted phases.

As an alternative feedback scheme, we can use the phase estimates based on coherent states in
the feedback. The results using this feedback are shown in Fig. 3.28. The variances for the fitted
phases are slightly less than those using arg C,, intermediate phase estimates, but are still far above
the theoretical limit or even the variances for mark IT measurements.

It is possible to obtain phase variances close to the theoretical limit if we use feedback that gives
results close to the theoretical limit for the usual arg C' phase estimates. For example, if we use
the corrected feedback as in Sec. 3.7.3, we obtain the results shown in Fig. 3.29. As the numerical
results do not take account of the low probability results with large errors, a correction factor of
1/(4m%) has been added to these results (as was done for Fig. 3.24).

In practice it was found that, for the smaller photon numbers where large error results were
obtained, the fitted phases were still close to the arg C' phase estimates, so large errors were obtained
for the same samples for both phase estimates. This can also be ensured by only performing the
minimisation near arg C'. Then the contribution due to the large error results will be the same for
both cases. This is why the same correction factor of 1/(47%) has been added to both sets of results
in Fig. 3.29.

It is seen in Fig. 3.29 that when the corrections are taken into account, the results for the usual
phase estimate are slightly greater than the theoretical limit, but the results for the fitted phase are
slightly less than the theoretical limit. This demonstrates that it is possible to surpass the theoretical
limit in the case of squeezed states, but only by a very small margin.

3.8.2 Optimal Phase Estimates

The fitting approach considered in the previous section gives the most probable phase, but this is
not necessarily the same as the phase estimate that minimises the variance. It is shown in Sec. 6.2
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Figure 3.29: The phase variances for measurements on optimally squeezed input states using inter-
mediate phase estimates as in Sec. 3.7.3. The continuous line is the phase variance for arg C' phase
estimates and the dash-dotted line is the variance for phase estimates based on fitting. All variances
are shown as a ratio to the theoretical limit.

that the phase estimate that minimises the phase variance for interferometric measurements is

™

@ = arg / ¢ P i0)dip, (3.256)

—T

where n,,, is the measurement record. This derivation is very general, and should also hold for dyne
measurements, where there is a continuous measurement record Ijg ).
Similarly to the case for interferometry, we have [using Eq. (1.72)]

P(Xjo,0)l) o< P¢lTjo,0)), (3.257)

so the optimum phase estimate can be expressed as

™

¢ = arg / ¢ P(o|T g0y )dep

—T

= arg (e'?), (3.258)

where the average is over the probability distribution for the phase based on the measurement record.
In order to determine the probability distribution P(Ijo.)|¢), we need to determine the probability
of obtaining the increments dW (v). Considering the discretised equation, each increment 6W (v) has
a Gaussian distribution with variance jv. The probability of obtaining 6W (v) is therefore

P(SW (v)) o e~ (W @)?*/(260) (3.259)

The probability of obtaining the measurement record will therefore be

Pl [0) o< exp (= D (6W (0))*/(260)) (3.260)
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From Eq. (3.257), this means that we also have

P(g[To.)) o exp (— Z(awf(v))2/(25v)) . (3.261)

Here the prime on 6W’(v) indicates that it is calculated from the measurement record based on an
assumed system phase, similarly to the previous section.

It is obvious that the fitted phase discussed in the previous section is the most probable phase,
as it minimises > (6W'(v))? and therefore maximises P(¢[Ijg,)). To find the optimal phase that
minimises the final phase uncertainty, we need to calculate

sy

b = axg / ¢ P Tg.0y)dyp

—T

s

= arg / e’ exp (— Z((SW’(U))Q/(%U)) dep. (3.262)

—T

For a coherent state this simplifies to

$ = arg ] €' exp (Re {QA* la| €' + B* |a? 62“1’}) do. (3.263)

—T

It does not appear to be possible to evaluate this integral analytically, and it would need to be
evaluated numerically.

The calculation is even more difficult in the case of squeezed states. As was discussed in the
previous section, for squeezed states the entire calculation (i.e. determining the time evolution of the
state) must be repeated for each value of ¢. For numerical minimisation the number of values of ¢
for which the calculation must be performed is on the order of 10, which means that the calculations
are more lengthy, but not infeasible. For a numerical integral thousands of function evaluations
would be required for an accurate result, making this method infeasible. For this reason, these
optimal phase estimates were not used for dyne measurements in this study. As will be seen in
Ch. 6, however, it is much easier to determine the optimal phase estimates in interferometry.



Chapter 4

The Effect of Time Delays

4.1 Introduction

In practice the adaptive dyne measurements described in the previous chapters cannot be performed
exactly. In any experiment there will be imperfections, for example calibration errors. In making
phase measurements a major source of error is inefficient photodetectors. This is particularly the
case for single photon photodetectors. These are photodetectors that are designed for distinguishing
between, for example 1 or 2 photons. These photodetectors currently cannot be made with efficiencies
above about 87% [44].

High amplitude photodetectors, on the other hand, can be made with far higher efficiencies,
around 98% [43]. This is the sort of photodetector required for dyne measurements, due to the large
amplitude local oscillator field. It is fairly straightforward to determine the extra phase uncertainty
due to inefficient photodetectors. In the introduction (and Ref. [35]), it is shown that when the
photodetector efficiency is 7, the extra phase variance is approximately

1—
— (4.1)
dnn

This extra phase variance means that, for large photon numbers, phase feedback schemes can
only reduce the phase variance by a factor of about 1—7. This will be true for mark IT measurements,
as well as the more advanced phase feedback schemes described in the preceding chapter. For current
photodetectors, this extra phase variance is more significant than the introduced phase variance for
mark IT measurements for photon numbers above about 1000. Below this the extra phase variance
for mark IT measurements is only marginally above the theoretical limit, and so it is not possible to
greatly reduce the phase variance using more advanced feedback schemes.

Another imperfection that is specific to phase measurements with feedback is the time delay in
the feedback loop. This contribution is more difficult to estimate. Some highly simplified calculations
indicate that the excess phase variance due to time delays is 7/2 for mark I measurements (where 7
is the time delay), and 7/(27) for mark IT measurements [35].

In Ref. [53] I repeated these derivations more rigorously, and this chapter is based on that
paper. While the result for mark I measurements is reasonably accurate, the perturbation approach
is inadequate to obtain a consistent result for mark II measurements. In Sec. 4.3 an alternative
derivation is considered that gives the minimum phase variance when there is a time delay. The
phase variance with time delays is evaluated numerically in Sec. 4.4, and it is shown that for most
of the measurement schemes the phase variance approaches this limit for large time delays.

103



104 CHAPTER 4. THE EFFECT OF TIME DELAYS

4.2 Perturbation Approach
4.2.1 Mark I

Firstly I will estimate the effect of time delays on simplified mark I measurements in a similar way
as in Ref. [35], but using fewer of the simplifications used there. Without a time delay the stochastic
differential equation for the phase estimate is
. I(v)dv
dpy = (v)
NG
= v Y2 [—2asin G,dv + dW (v)]. (4.2)

Here the input phase has been taken to be zero for simplicity. For some time v, the phase will come
to lie near 0, so we can linearise around ¢,, = 0. The result, which will be valid for v; <v <1 is

dpy, = v V2 [=2ap,dv + dW (v)). (4.3)

We wish to consider the limit of large «, so that vy is small, and this linearisation is accurate for
most of the measurement. Including the time delay the SDE is

Ay = v~ 2 [=2a@,_rdv + dW (v)]. (4.4)

Now the time delay will be treated perturbatively. The solution to the perturbed equation can be
written as
Po =3 +arpll) + 0(a®r?). (4.5)

Note that for this approximation to be accurate, ar must be small, in addition to a being large.
The zeroth-order term obeys the SDE for no delay (4.3), so the first-order correction obeys

ang?)gl) = 20(11_1/2((,55)0) — @i()jT)dv — 20(2711_1/2(,552 dv. (4.6)

Therefore to first order in 7 we have
dp(t) = 20712430 — 200723V dy
= 207 2{u 122200 dv 4+ dW (v)]} — 20072V dv

4 2
= 200" 2Dy — Tagagmdu + AW (). (4.7)

It is straightforward to show that the solution to the zeroth order equation is
[ ho V= /o)
Vu

v1

PO = ATV 50)

dW (u). (4.8)
Using this in Eq. (4.7) and multiplying on both sides by e**V? gives

v

ST A 4o ST A edovu
R

u

dW (u) | dv + ge‘mﬁdW(v). (4.9)
v

v

v1

Integrating then gives the solution

[ 4
PV = ATV () 7/_0 ATV 50)

s Vu
vl V1
v

+ / ze‘m(ﬁ*@dvv(s). (4.10)

v1
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In this approximation the mark I phase estimate is given by ¢ = <,0§ ) + OlT(pg ). To first order

in 7 and o~ this has a variance of
(%) = .-+ 207 (¢V0). (4.11)

Here the known variance of 1/(4«) of the zeroth order term has been used. Evaluating the second
term on the right hand side we find

(AP} = i (04 st ()
do [ eBa(vi-1) 9e8alvi—1)
/ Oé/ —dud s+/ R (4.12)

The first two terms decrease exponentially with o and may therefore be omitted. Exchanging the
order of the integrals in the third term and integrating gives

rl P 9eSa(vi-1)
<<pg> <1>> :4a/ Oguesa(ﬁ—1>du+/ < . (4.13)
u ul-
vl V1
To perform these integrals it is convenient to change variables to s = 1 — \/u, so du = —2(1 — s)ds.
Then we obtain
kﬁl ( ) v
5050 _ 0g(1 = ) —sas e
<g01 5 > = 16« / =) e ds +4 / = S)st. (4.14)
0 0
Expanding in a Maclaurin series in s gives
1=y/or 1—y/1
<¢§0)¢g1)> = —16« / (s + ;32 + O(s3))e 8*%ds 4 4 / (14254352 + 0(s%))e 8 ds
0 0
1 3 1 2 6
= —16 —— +O0(a* 4| —+ —5+ —=+0(a*
e oo 0™ +4 [+ o * g 0
1
= — 4+ 0(a7?). 4.15
o +0(?) (415)

Note that the upper bound at 1 — /v; has no effect since it gives a term that decays exponentially
with «. Using this result, the total phase variance is

1 T

() =1.+75 (4.16)

This provides a good verification of the result obtained by the highly simplified method in [35].

Note that this result is based on continuing to use the intermediate phase estimate at the end of
the measurement. If the phase estimate arg A is used at the end of the measurement, the result will
be different, and cannot be predicted using this approach.

4.2.2 Mark I1

For the mark II case it does not seem to be possible to obtain a consistent result using this approach.
To illustrate this, I will briefly outline the derivation (the details are in Appendix A.3). From [35],
the mark II phase estimate is effectively a time average of the mark I phase estimates:

1

o~ /@tdt- (4.17)

0
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In order to make this consistent with the above theory, we should take the average only from time
v1, then take the limit of small v1. In perturbation theory the mark II phase estimate is

1
o = /[90( )+ 04790(1)]6[ (4.18)

U1

Using this expression the variance is

(¢%) l/ﬁ/ﬁﬂ¢t¢9 +%¢/ﬁ/ﬁﬂ mwm . (4.19)

It is shown in Appendix A.3 that the first term can be simplified to

50 A(o> 1 U1/ (0)\2
/dt/dt ) N E <(<p$,1>) > (4.20)

which is similar to that obtained in [35]. For the second term, however, we get

sor [ [ar (600) = T (8 (a060) v (G0PY).  a
vy vy

This is radically different to the result obtained in Ref. [35], and seems to cast some doubt on the
simplified theory used there.

Unlike the result for mark I measurements, this result depends entirely on the conditions at time
v1, which are unknown. In order to obtain a usable result, we would need the initial conditions to
give a neglibible contribution, as is the case for mark I measurements. For this reason I will consider
an alternative approach for estimating the increase in the phase variance due to the time delay.

4.3 Theoretical Minimum

The alternative method of obtaining an estimate for the phase variance with a time delay is to
consider the squeezed state |af, () in the probability distribution. As was explained in Sec. 3.1,
the excess phase variance due to the measurement scheme is approximately the phase variance of
this squeezed state.

From Ref. [45], the phase variance of a squeezed state is given by

(A¢?) ~ n(;;; ! + 2erfc (v2ny) , (4.22)

where ng = 7e¢ for real ¢. To determine the excess phase variance, we would use the values ¥ and
¢? from the squeezed state in the POM, rather than those for the input state. The average value of
7' will be close to the photon number of the input state.

For states that are significantly less squeezed than optimum, the second term is negligible and
we can omit the term of order (7¥)~2. Then this simplifies to

2 x
A N —. 4.23
Since @' will be close to the photon number of the input state, it is reasonable to replace it with 7.
When there is a delay of 7 in the system, before time 7 we have no information about the phase
of the system to use to adjust the local oscillator phase. Therefore we must use a heterodyne scheme
for this time period, rapidly varying the local oscillator phase. This means that B, will be equal to
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zero, and no matter how good the phase estimate is after time 7, the largest the magnitude of B,
can be made is v — 7. Then at the end of the measurement, the largest |B| can be is 1 — 7, and the
largest [¢F| can be is atanh(1 — 7).

The lower limit to the introduced phase variance when there is a time delay of 7 is therefore

672atanh(177')
47 ’

-
—. 4.24
& (4.24)

Q

<Ad)2 >min

Q

We can expect that the introduced phase variance will be close to this for states of small intrinsic
phase variance, as there will quickly be very good phase estimates available for the feedback. In
addition, the time delay must be sufficiently large that the phase variance given by this expression
is significantly above the introduced phase variance for no time delay.

This result obeys the same scaling law as the result given in [35], but it is a factor of four times
smaller. Note, however, that the limit condition for the result given in [35] is that 7« is small,
whereas the above result should only be accurate when both o« and 7 are reasonably large. The
result here also differs in that it is the limit for the total introduced phase variance, rather than just
the extra phase variance due to the time delay.

4.4 Numerical Results

These analytic results were also tested numerically. The numerical techniques used were similar to
those described in Sec. 3.3. Minimum uncertainty squeezed states were used, with the stochastic
differential equations for the squeezing parameter « as given in Eq. (3.141) and the value of BY as
given in Eq. (3.143). For all calculations 22° time steps were used, and calculations were performed
with time delays of 2™ time steps, where n varies from 0 to 18.

For most of these calculations the same random numbers were used for each time delay in order
to see the difference in the variance due to the time delay more accurately. If this is not done, the
differences between the variances for the different time delays are primarily due to the variation of
the random numbers, rather than the different time delay. Using the same random numbers makes
the results correlated, so that the differences are primarily due to the time delay.

For the first 2" time steps the local oscillator phase was rotated by 7/2 each step. For the
following time steps the data up to the time step 2™ before the current time step was used. For a
delay of 2° = 1 time steps the data from the previous step was used, corresponding to the technique
for no time delay.

Numerical results for four different phase feedback schemes were obtained:

(a) The simplified feedback for mark I and IT measurements, where

do, = % (4.25)
(b) The unsimplified feedback, where the phase estimate is
¢(v) = arg A,. (4.26)
(c) The phase estimate that is intermediate between arg A and the best phase estimate
p(v) = arg (A5C,77) (4.27)

where ¢ is a constant.
(d) The same as in (c), except that the value of € varies with time as

v — |B,|? v
e(v) = ol Ve (4.28)
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Figure 4.1: The extra phase variance (in the final value of the intermediate phase estimate for the
simplified feedback) due to the time delay plotted as a function of time delay for four different mean
photon numbers. The data for a mean photon number of 121.590 are shown as crosses, for a photon
number of 1576.55 as circles, for a photon number of 22254.8 as asterisks and for a photon number
of 332067 as pluses. The approximate analytic result 7/2 is plotted as the continuous line.

4.4.1 Comparison with Perturbative Theory

I will firstly consider the case of simplified feedback, and consider the variance in the final value of
the feedback phase, rather than the phase of A or C. This case was examined in Sec. 4.2.1, and
the extra phase variance due to the time delay is 7/2 according to that analysis. The extra phase
variance is plotted for four different mean photon numbers in Fig. 4.1. For each of the points shown
213 samples were used.

To determine the extra phase variance due to the time delay, an estimate must be made of the
phase variance with no time delay. The most convenient estimate to use is the minimum variance
obtained, as this prevents negative data points that cannot be plotted on a log-log graph. The
minimum variance is not necessarily that for the smallest time delay, due to the stochastic nature
of the calculations.

The theoretical asymptotic value of 7/2 is also plotted in Fig. 4.1. As can be seen, many of
the results are close to the theoretical line for the intermediate time delays. For small time delays,
the extra phase variance due to the time delay is too small a fraction of the total phase variance
for the results to be accurate. The reason why the results deviate from the asymptotic result for
large time delays is that this result is for the limit of small a7. Note also that the results for larger
photon numbers deviate from the asymptotic result for smaller 7 than the results for smaller photon
numbers. This is what can be expected from this limit condition.

It is also possible to use fitting techniques to determine how closely the numerical results agree
with the theoretical asymptotic result of 7/2. The data and fitted lines for mean photon numbers
of 121.590, 1576.55, 22254.8, 332067 and 5122478 are plotted in Figs 4.2, 4.3, 4.4, 4.5 and 4.6
respectively. For each of the points shown 2!* samples were used. These results were determined
using independent random numbers for each data point. Calculations were also performed using the
same random numbers, in order to reduce the relative error between the data points. (These are the
data points plotted in Fig. 4.1.) Unfortunately this method tends to produce systematic error in
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Figure 4.2: The Holevo variance in the final value of the intermediate phase estimate for a mean
photon number of 121.590. The results are shown as the crosses and the continuous line is that
fitted to the data.

the slope, which is not reflected in the uncertainty. It is therefore better to use independent random
numbers but a large number of samples to estimate the slope.

Some of the initial data points have been omitted in each graph, as these were too close to each
other to be useful. The data points for larger time delays have also been omitted. These tend to be
less accurate, as the approximation is in the limit of small ar. More specifically, for most of these
graphs the data points for a7 > 0.08 were omitted. The slopes of the fitted lines found were

S4.2 = 0.629 £ 0.019,
S4.3 = 0.490 £ 0.032,
S4.4 = 0.590 £ 0.098,
S4.5 = 0.525 + 0.039,
Sa.6 = 0.498 £ 0.075.

Except for the first result, these results are all consistent with the theoretical value of 0.5. The third
result is higher than 0.5, but also has a large uncertainty. Note that, due to the linearisation in
Eq. (4.3), we can only expect the 7/2 result to be accurate in the limit of large «. The reason for
the larger slope for the smallest photon number is likely to be that « is not sufficiently large for the
linearisation to be accurate.

As was mentioned above, the result for the additional phase variance due to the time delay is
only valid for the variance in the final value of the phase estimate, which is not the same as arg A
when there is a time delay. In Fig. 4.7 I have plotted the variation of the phase variance with time
delay for three alternative final phase estimates, ¢1, arg A and arg C. This is for a photon number
of approximately 332000, and is fairly representative of the results for other photon numbers. For
these results, and the rest of the results in this chapter, 2! samples were used for each data point.

As can be seen, for very small time delays the variances in the ¢; and arg A phase estimates
are almost identical. As the time delay is increased, however, the variance of ¢; increases, but the
variance of arg A decreases. This is because, as the intermediate phase estimate gets worse, the value
of |B| decreases. This means that A is closer to C, so arg A is closer to the best phase estimate.
Note, however, that the variance of arg A rises again, and does not converge to arg C for large time
delays. This is because |B| does not fall to zero.
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Figure 4.3: The Holevo variance in the final value of the intermediate phase estimate for a mean
photon number of 1576.55. The results are shown as the crosses and the continuous line is that
fitted to the data.
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Figure 4.4: The Holevo variance in the final value of the intermediate phase estimate for a mean
photon number of 22254.8. The results are shown as the crosses and the continuous line is that
fitted to the data.
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Figure 4.5: The Holevo variance in the final value of the intermediate phase estimate for a mean
photon number of 332067. The results are shown as the crosses and the continuous line is that fitted
to the data.
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Figure 4.6: The Holevo variance in the final value of the intermediate phase estimate for a mean
photon number of 5122478. The results are shown as the crosses and the continuous line is that
fitted to the data.
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Figure 4.7: The variance of three alternative final phase estimates for simplified feedback with a time
delay plotted as a function of time delay. The results for the final value of the intermediate phase
estimate are plotted as a continuous line, for arg A as a dotted line, and for arg C as a dash-dotted
line. All results are for a photon number of 332067.

4.4.2 Comparison with Theoretical Minimum

Lastly the variance in the phase of C' will be considered. As was explained above, the theoretical

lower limit to the introduced phase variance is 7/(87). I have plotted the introduced variance in

the best phase estimate arg C' and the theoretical limit in Fig. 4.8. For additional accuracy I have
plotted

672atanh(177)

4n ’

as this will continue to be accurate for time delays that are a large fraction of 1. This plot is for a
photon number of 332000, and similar results are obtained for other photon numbers. In the case of
simplified feedback, the phase variance is well above the theoretical limit. For large time delays the
phase variance approximately converges to the heterodyne phase variance, also shown in Fig. 4.8.

The introduced phase variance for mark IT measurements with the unsimplified arg A, feedback
is also shown in Fig. 4.8. The introduced phase variance for this case increases far more slowly with
the time delay, and for larger time delays it is very close to the theoretical limit. These results
indicate that if there is any significant time delay in the system, the simplified feedback will give a
far worse result than using arg A,,.

It is possible to make a correction to the simplified phase feedback scheme that improves this
result somewhat. Many different alternatives were tried, and the one that gave the best results was

(4.29)

dp, = %. (4.30)

This correction is based on the fact that |A,| is larger than /v when the phase estimate is worse
than arg A,. (From [35], the factor of /v in the simplified feedback comes from a factor of |A,|.)
The results for this correction are also shown in Fig. 4.8. The phase variances obtained in this case
are significantly below those for the plain simplified feedback, but are still far above the results for
the unsimplified arg A,, feedback.
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Figure 4.8: The introduced phase variance for three different phase feedback schemes plotted as a
function of time delay. The dotted line is for simplified feedback, the dash-dotted line is for the
corrected simplified feedback, and the circles are for unsimplified arg A, feedback. The best phase
estimate arg C is used in all three cases. The continuous horizontal line is the phase variance for
heterodyne measurements, and the continuous diagonal line is the theoretical limit. All results are
for a photon number of 332067.
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Figure 4.9: The introduced phase variance for better intermediate phase estimates plotted as a
function of time delay. The pluses are for the constant € case and the crosses are for the time
dependent € case. The theoretical limit estimated using the mean inverse photon numbers obtained
from the time dependent ¢ case is plotted as the dotted line, and the theoretical limit using the input
photon number is shown as the continuous line. All results are for a photon number of 332067.

Now we will consider the results for better intermediate phase estimates that are between arg A,
and arg C,. The introduced phase variance for the constant £ case and the theoretical limit are
shown in Fig. 4.9. These results are again for a photon number of about 332000. The results for
this case are even closer to the theoretical limit than those for the mark II case.

The introduced phase variance for the feedback with time-dependent ¢ is also plotted in Fig. 4.9.
The results for this case converge to the theoretical limit at smaller time delays than for the constant
€ case. For the larger time delays the results for the two cases are about the same, slightly above
the theoretical limit.

In both cases the phase variance is still noticeably above the theoretical limit for large time
delays, and the values of B obtained are too close to 1 — 7 to account for this difference. The
difference appears to be due to the approximation that the photon number of the state |aF, ¢F) is
close to the photon number of the input state. The average value of this photon number is close to
the photon number of the input state; however, each individual value is not necessarily close to 7.
The expression for the introduced phase variance depends on the inverse of the photon number, and
the average of an inverse is not necessarily equal to the inverse of an average. The general expression

1S l 7L <A7’l2> n_4
<n><n>+ O™ (4.31)

In Fig. 4.9 T have also plotted the estimated theoretical limit based on the average of 1/a" for the
data obtained in the time dependent € case. Specifically, the expression plotted is

i <i> e—2atanh(1—7). (432)

,,—lP

As can be seen, the introduced phase variance converges to this far more closely than to the limit
based on the photon number of the input state.
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Figure 4.10: The introduced phase variance for three different feedback schemes plotted as a function
of time delay. The circles are for mark II measurements, the pluses are for the constant € case, and
the crosses are for the time dependent e case. The theoretical limit estimated using the input photon
number is shown as the continuous line. All results are for a photon number of 5122478.

For larger photon numbers this factor is not so significant, and the difference between the results
and the theoretical limit is smaller. For example, the results for the three different feedback schemes
(mark II, constant € and time dependent ) for a photon number of about 5 x 105 are plotted in
Fig. 4.10.



Chapter 5

Optimum Input States for
Interferometry

5.1 Introduction

In chapters 2 to 4 just a single mode of the electromagnetic field was considered. The reference
phase was provided by a local oscillator field, which was assumed to be sufficiently large amplitude
that it could be treated classically. The main alternative to this is to consider two modes, both of
which are treated quantum mechanically. Rather than measuring the absolute phase, we now wish
to measure the phase difference between the two modes. The simplest way of considering this is via
the Mach-Zehnder interferometer, as in Fig. 5.1.

With the Mach-Zehnder interferometer, an initial two-mode input state is fed into a beam splitter.
The two beams are then subjected to phase shifts of ® and ¢, then recombined at a second beam
splitter. The outputs of this beam splitter are then detected using photodetectors. The counts at
the photodetectors are used to obtain an estimate of the phase difference.

These photodetectors will be assumed to be ideal for this analysis, though current photodetectors
can only achieve a sensitivity of around 87% [44]. The photodetectors required for this need to be able
to distinguish individual photons, in contrast to the large intensity photodetectors required for dyne
detection. This is a more difficult task, and the efficiencies currently possible are correspondingly
lower. In this study, however, we are concerned with what is possible in principle using foreseeable
technologies. I will therefore be considering only the case of unit efficiency.

Data
Processor 1

_BS

Figure 5.1: The Mach-Zehnder interferometer, with the addition of a controllable phase ® in one
arm. The unknown phase to be estimated is ¢. Both beam splitters (BS) are 50/50.
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In general the interferometer is used to measure the phase difference between the two arms.
Similarly to the single mode case, we wish to add an auxiliary phase shift ® in order to obtain a
more accurate phase measurement. For simplicity I have indicated the phase we wish to measure,
©, as the phase shift in one arm in Fig. 5.1. In the following analysis this phase can equivalently be
taken to be the phase difference between the two arms in the absence of the auxiliary phase shift ®.

It is well known that it is possible to obtain a phase uncertainty scaling as 1/ VN (the standard
quantum limit) when a photon number state with N photons is input to one port of the interfer-
ometer. Several authors [1, 39, 40, 41, 42] have proposed ways of reducing the phase uncertainty to
the Heisenberg limit of 1/N. Most of these proposals [1, 39, 40] are essentially for detecting small
deviations from some known phase, and therefore only give a 1/N scaling for a very small range of
phases. Sanders and Milburn [41, 42] considered ideal measurements, that give 1/N scaling indepen-
dent of the phase. Unfortunately they do not discuss how these measurements can be achieved in
practice, and as will be shown in Ch. 6 it is not possible to perform these measurements in general,
even allowing feedback.

We wish to perform measurements as close as possible to ideal by varying ® during the measure-
ment, based on the detections. In general there are three different areas available for optimisation:
1. The initial input state.

2. How the feedback phase is changed during the measurement.

3. The final phase estimate.

In this chapter I discuss the optimum initial input states, and in the next chapter the feedback phase
and final phase estimate are discussed.

5.2 Optimum Input States

The input states are most conveniently described using the Schwinger representation. The operators
in this representation are

J. = (aTb+ ab?) /2,
Jy = (a'b—ab")/2i,
J. = (afa —b'b)/2,
TP =T+ T+ 2 (5.1)

The operators J, jy and J, satisfy the commutation relations for the Lie algebra of SU(2):

[jx,jy} =iJ.,
[jz, z} =i, (5.2)

The operator J? is the Casimir invariant for this group (i.e. it commutes with all elements). These
commutation relations are the same as those for the operators for components of angular momentum.

I will use the notation |ju), for the common eigenstate of J. and J2, with eigenvalues of u and
j(j+1) respectively. This corresponds to Fock number eigenstates at the interferometer inputs with
photon numbers in ports a and b of j + p and j — p respectively. Similarly the notation |ju), means
the common eigenstate of jy and J? with eigenvalues of p and j(j + 1). This state corresponds to
number eigenstates in the interferometer arms with photon numbers of j + p and j — u. To see this,
note that the annihilation operators for the modes in the two interferometer arms are

(a+ib)/V2, (ia+Db)/V2. (5.3)

It is simple to show from this that the operator for the difference in the photon numbers beween the
arms is

(—ia® +b")(ia +b) — L(a" —ib")(a +ib) = (a'b— abl)/i, (5.4)
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which is twice jy
Note that the scattering matrix used here for the beam splitter is

%“ i] (5.5)

In contrast, the scattering matrix considered in the case of dyne measurements was

1 1 1
SN 50
These scattering matrices have been used for consistency with previously published work. The only
important consequence of this difference is that for dyne measurements, small errors are obtained
when the difference between the signal and local oscillator phases is /2, whereas in the interferom-
eter case the phase difference should be close to zero. This is because, in the interferometer case,
the ¢ in the scattering matrix gives a /2 phase shift.
In order to represent a completely general state we can express it as a sum of input number
states: )
o
[0y =D > wiulind- (5.7)
2j=0 p=—j
Most proposals for reducing the phase uncertainty to the 1/N limit consider only input states with

a fixed total photon number of N = 2j. This restriction is also applied in this study, as it greatly
simplifies the analysis. With this restriction, the input state can be represented as

[0) = Y tulin)- (5.8)

p=—j

Similarly to the single mode case, the probability distribution for the estimate of the phase of a
two mode input state, ©, is in general given by

P(@) = Tr[pF(g)], (5.9)

where F () is the POM for the measurement. This only depends on the intrinsic phase of the two
mode state, and not the phase shift in the interferometer. The interferometer transforms the input
state |¢) to I(p)]w), where ¢ is the phase in the interferometer and

I(¢) = exp (—igojy) . (5.10)
The state matrix therefore transforms to

P =1p)pI' (). (5.11)

When this transformed state is used in Eq. (5.9) the probability distribution will be dependent
on the interferometer phase. This transformation acts to shift the phase of the state by ¢, so the
probability distribution will depend on the sum of the phase of the input state and the interferometer
phase shift.

We can alternatively include the interferometer in the POM, and use the input state in Eq. (5.9).
Then we would transform the POM to

F'(@) = I'(p)F(9)1(p)- (5.12)
If the POM describes a shift invariant phase measurement, then this can be simplified to

F'(¢) = F(¢—¢)
= F(¢), (5.13)
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where ¢ is the error in the phase estimate. Alternatively ¢ can be taken to be the phase estimate
when the interferometer phase shift is zero.
Sanders and Milburn [41, 42] considered what they call “optimal” measurements, where the POM
is given by
2j+1
F =
(6) = L2

where the |j¢) are normalised phase states given by

i) (ol (5.14)

o) = (25 +1)72 Y e*lju),. (5.15)

p=—J

As T will show below, this POM is equivalent to the ideal or canonical POM for a single mode. For
this reason I will generally use the same terminology for this POM, and reserve the word “optimal”
for the best possible measurements that are realisable using photodetection and feedback.

When expressed in terms of the eigenstates of jy, the canonical POM is

F@)= 5 D W2, (. (5.16)

Hv==—J

This is very similar to the POM in the single mode case when there is an upper limit of N = 25 on
the photon number. This POM is not given explicitly above; however, it can be obtained by taking
the single mode canonical POM given by Eq. (1.36), and limiting the sum to N. Explicitly, this

POM is
1 X
Fcan(¢) — 2_ el("l—m)¢|n> <m| (517)
™

n,m=0

To show that the interferometer POM of Eq. (5.14) is completely equivalent to this, we can make
the change of variables

Wo=ptg
vV =v+j
W'y = 1jt)y. (5.18)
With this change in notation, the POM is
F(9) = o i S W (). (5.19)
2T o0

This POM is identical to the POM for the single mode case for an upper limit on the photon number
of N. This case was considered in Sec. 2.1.1, and the state that minimises the Holevo phase variance
is

1 <A (W+Dr], ,
[Yopt) = NZEST WZ:O sin {ZJT} ). (5.20)
Converting the notation back to the original variables, this state is
J .
[Popt) = \/% #;j sin [W} G10) - (5.21)
The minimum Holevo phase variance corresponding to this state is
V(¢) = tan? <L) . (5.22)
N +2
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The states |ju), correspond to joint number states within the interferometer, and they do not
correspond to input number states in a simple way. We therefore wish to re-express the optimum
states in terms of the input number states |ju).. To do this, we require the relation from Ref. [41],

y(guljv). = TP (x/2), (5.23)

where I7,(m/2) are the interferometer matrix elements given by

. . 1/2
Bt/ =20 [ s R (5.24)
for
:U’_VZO7 M+V203 (525)

where P,(La’ﬁ ) are the Jacobi polynomials, given by

Pled)(z) = 9=n f: (” N a) (" + 5) (@ — 1" (2 4+ 1)™. (5.26)

m n—m
m=0

Therefore the explicit expression for determining the values of I7, (7/2) is

1, (n/2) = 277 {(J:—u)!(jJru)!]wg (j—u) ( j+v >(_1)j_#_m

G=v G+ A\ om J—pm—m

=279 (( = G+ WG = )G+ )]

XN ml(G—v—m)l(j—p—m)(u+v+m)] " (=1)I (5.27)
m=0

The values of I7,,(/2) for values of 1 and v that do not obey the inequalities (5.25) can be obtained
using the symmetry relations
. B L o
L,0) =D)L, 0) =12, _,(0). (5.28)

—v,—

Using the result from Eq. (5.23), the state expressed in terms of the eigenstates of J. is

1 d : (ﬁ' +7+ 1)7T i(m/2)(n—v) 1] .
[Yopt) = NES Z sin 912 e I, (7/2)|jv) .. (5.29)
Hv=—]

An example of an optimum state for 40 photons calculated using this formula is shown in Fig. 5.2.
As can be seen, the only significant contributions are from 9 or 10 J. eigenstates near g = 0. In
addition, the distribution near the centre is fairly independent of photon number, as can be seen by
comparing this state with the state for 1200 photons, also shown in Fig. 5.2. For larger values of p,
the contributions fall approximately exponentially with u, as can be seen in Fig. 5.3.

In Ref. [39] it is shown that it is possible to obtain states similar to |j0), and |j1), using a two-
mode four-wave mixer. As the optimum input states have their main contributions from these states
and other J, eigenstates near yu = 0, this suggests that it may be possible to produce states that are
close approximations of the optimum input states using a suitable modification of the apparatus used
in Ref. [39]. Unfortunately, rather than producing only the state |j0), (for example), the four-wave
mixer produces a superposition of these states with a range of values of j.

In [39] the authors state that the value of j can be inferred after the measurement from the
number of photons detected. This would not be appropriate for the measurements considered in the
next chapter, as these rely on knowing the value of j before the measurement starts. In the limit of
large photon number the spread in the values of j will be small compared to the mean, so it may be
possible to obtain good measurements using the mean value of j. Unfortunately, the measurement
scheme considered in the next chapter is computationally infeasible in the limit of large j.
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Figure 5.2: The coefficients ,(ju|opt) for the state optimised for minimum phase variance under
canonical measurements. All coefficients for a photon number of 2j = 40 are shown as the continuous
line, and those near y = 0 for a photon number of 1200 as crosses.
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Figure 5.3: The coefficients ,(jpu|topt) for larger values of p for the state optimised for minimum
phase variance under canonical measurements for a photon number of 1200.
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Figure 5.4: The minimum number of J. eigenstates required to approximate the optimum state in
order to obtain a phase variance less than twice optimum.

Nevertheless, it should be simpler to produce a small number of J, eigenstates than the entire
range. In order to estimate about how many J, eigenstates are required to provide a reasonable ap-
proximation of the optimum states for a given photon number, the coefficients for the optimum states
were determined, and all except a number of coefficients near = 0 were discarded. These remaining
coeflicients were then normalised, and the phase variance of the resulting state was determined.

In Fig. 5.4 T have plotted the number of jz eigenstates required to approximate the optimum
states for a variety of total photon numbers. The criterion used was that the phase variance of the
approximate state be less than twice that of the exact state. For photon numbers up to about 400,
only 9 J. eigenstates are required, but beyond that the number required increases fairly rapidly,
with 17 required for 1600 photons.

5.3 Phase Variances for Other States

I will now consider the phase variances of some other commonly considered states in order to compare
them with the optimum states. These states will be expressed in terms of the input photon number
eigenstates:

) = > bulin).. (5.30)

p==J

The probability distribution for the phase for these states will be given by

P(¢) = Tr[[¢) (] F(9)]

= 2 L ) wlio) o
= 252 ol . (5.31)
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The inner product, when expressed in terms of the coefficients v,,, is given by

(Joly) = Z Yo (joliv)-

v=—j

J J
=2 +1)7V2 Y W, Y ey Guliv).

v=—j p==J

J J
=2+ 172w, Y e oA (1)2). (5.32)

v=—j p==7j

The state considered in Refs [40, 41, 42] was |50) ., the state with equal photon numbers in both
input ports. This state is the biggest contributor to the optimum states, so it is not unreasonable
that this state should have a small phase uncertainty. This state suffers the drawback that it has
equal peaks at 0 and 7, and therefore must be considered modulo 7« in order to obtain meaningful
results. If we add the state |j1), (the next biggest contributor to the optimum state), then we
obtain a state for which we can consider the phase modulo 27. This state, (]j0), + |71).)/V/2, was
considered in Ref. [39].

For the state |j0),, the only non-zero coefficient is ¥y = 1, so the inner product is

J
(jlj0). = (25 + 1)71/2 Y em Ot (7)2). (5.33)

p=—7j

The probability distribution is then given by

1 ! —1 T j
P(¢) = o Z e~ (ot /Q)Iio (7/2)
p==j
_ 1 —i(u—)(et/2) (7 j
= > (IVO (77/2)) gy (7/2). (5.34)
wy=—3

Because this state has equal peaks at 0 and m, the usual definition of the Holevo phase variance
will give infinite results. Rather than using the usual definition, however, we can use a modified
definition that is naturally modulo 7. The definition that I will use is

V(o) = (I (e*?) ) / 4, (5.35)

From Eq. (5.34) the value of |(¢??)| can be determined as

™ J * .
[(29)] = /% 3 i n Do /2 (IJ (77/2)) Lo (7/2) dé
Hy==j

S G (o (/) Bt

= Z (Foso (/) o (r/2)| (5.36)

n=2—j

This can be used in Eq. (5.35) to determine the phase variance under this modified definition.
Similarly, for the state (|50), + [71).)/v/2, we have 1o = ¥; = 1/v/2, so the inner product is

(ol (0= + 1i1)=)/V3) = S o [y 2 ity (/2)]). 630

1
V2@i+ 1)
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The probability distribution is therefore

P(O) = 2 | 3 e @t/ [ (n/2) 4 il (x/2)]

47 .
p=—7

= > e [ 2) ity (n/2)] [Hy(r/2) + il (/)] (539)

M v==7

Using this expression for the probability distribution we find

(Y] = / = Z iD=/ [ (2 /9) 4 il (n/2)| [Igo(m)ﬂﬂl(w/?)}

Hv==j

J

= 2| X Gu [Balns2) + itia(a/)] [Bolm/2) + ity (/)]

pov=—j

=3 XJ: [Ho(m/2) + il (7/2)] [Ii—l,o(W/Q)—|—iIZ_171(7r/2)]* . (5.39)

p=1—j

This result was used to determine the Holevo phase variance for this state. The third state that will
be considered that does not have a simple solution for the Holevo phase variance is that with all
photons in one port, |jj).. For this state the only non-zero coefficient is ¢; = 1, so

J
(Jljd)= = (25 + 1)1 Y e et/ (1/2). (5.40)

H==J

The probability distribution is therefore

P(qﬁ):% zjj =) (+7/2) (Izj(ﬂ/2))*lij(7r/2), (5.41)

Hv=—j

and the value of ’<ei¢>’ is

Zj: (u 15 W/Q))*Iﬁj(ﬂﬂ) : (5.42)

pu=1-—j

The Holevo phase variance was calculated for the above three states using these expressions, for
photon numbers up to 25600, and the results are shown in Fig. 5.5. I have also included the analytic
expression for the phase variance for optimised states.

The phase variance for |j0), scales down with photon number much more slowly than the phase
variance for optimal states, and in fact even more slowly than the phase variance for |j5)., which
scales as N~1. In fact, for the range of photon numbers considered the phase variance scales as
N—1/2_ This would seem to imply a phase uncertainty scaling as N~/ in dramatic contrast to the
N~ scaling found in [40, 41, 42]. The state (|50), +|j1).)/V/2 is even worse, with a phase variance
that does not scale down with photon number at all, and in fact never falls below 1.

Another unusual feature of the graph is that the phase variance for |j0), is even smaller than
that for optimum states for very small photon numbers. This is not in fact a contradiction, because
different measures of the uncertainty are used for the two states. For very small photon numbers,
the phase probability distribution for optimum states is significant for phases beyond +7/2. The
measure in Eq. (5.35) that is used for the phase variance for |j0), effectively ignores the distribution
beyond +7/2, so under this measure, this state has a correspondingly lower phase variance.
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Figure 5.5: The canonical Holevo phase variance versus input photon number 2j. The continuous
line is for optimum states |¢opt), the dashed line is for all photons in one input port |jj)., the
dotted line is for equal photon numbers in both ports |j0) ., and the dash-dotted line is for the state

(1570)= + 131)2)/ V2

The reason for the discrepancies between the results obtained here for the states |j0), and
(150) + |51).)/v/2, and those obtained in [40, 41, 42], is that the results in [40, 41, 42] are all based
on the width of the central peak in the distribution. In contrast, the Holevo phase variance for these
states is primarily due to the tails. To demonstrate this for the state |j0)., in Fig. 5.6 T have plotted
the phase distribution multiplied by sin? o.

The reason for multiplying by a factor of sin? ¢ is that

Va(9) = (%) 1‘2 ~1) /4

(cos(2¢)) ° — 1) /4

(
(<1—281n )/4

1+4<51n2 ¢>) ]/4
= (sin®¢) . (5.43)

Q

The above approximation is accurate for small phase variance. This derivation also uses the fact
that the phase distribution for this state is unbiased, so <62i¢> is real. Note that in this form the
variance is very similar to the standard variance, (¢?). Since ¢ > sin® ¢, the tails of the distribution
are even more significant for the standard variance, as illustrated in Fig. 5.7.

There is a similar problem for the state (|;j0), 4 |j1).)/v/2. For this state there are peaks at +,
as shown in Fig. 5.8. Although these peaks are smaller than the main peak at 0, they do not get
smaller with photon number. This means that the Holevo phase variance is almost entirely due to
these peaks, and therefore does not decrease with photon number. As this state is so poor, I will
not consider it further, and restrict attention to |j0), and the optimum states.
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Figure 5.6: The canonical phase probability distribution, multiplied by sin® ¢, for the state [;0),
with 25 = 80 photons.
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2j = 80 photons.
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Figure 5.8: The canonical phase probability distribution for (|50). + [51).)/v/2 for 2j = 80 photons.

The asymptotic expression for the phase probability distribution for |j0), given in [41] is

2+ 1[G/ [TaG9)]”
2T 23/2 \/J_¢ :

This equation is approximately half what it should be in order to be normalised. The reason
for this is that it approximates the exact distribution over the interval [—m /2,7 /2], but the exact
distribution is normalised over [—7, 7], and repeats modulo 7. Since Eq. (5.44) only approximates
the distribution over the region [~7/2,7/2], its integral over this region will be approximately .
Therefore the expression that I will be using is

P;(¢) (5.44)

27 V2 Vi0iél

This expression is correctly normalised in the limit as j goes to infinity. I have also added absolute
value signs so that this expression is correct for negative values of ¢.

Now for large j¢ there is the approximate proportionality [46]

J1/a(l38]) o< 1/+/19l. (5.46)

This implies that for large ¢

1

This means that we should have
Pi(¢)¢? o< o' /2. (5.48)

It can be seen in Fig. 5.7 that the scaling is nothing like this, and is closer to

P;(¢)¢* o< |¢] . (5.49)
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Figure 5.9: The canonical phase probability distribution envelope, multiplied by sin? ¢, for the state
|70). with 25 = 51200 photons, calculated using three different methods. The exact calculation is
indicated by the continuous line, the first approximation (5.51) is shown as the dashed line, and the
Bessel function approximation (5.45) is shown as the dotted line.

To see where this discrepancy originates, consider the intermediate approximation made in
Ref. [41]:

4 /2 o
o (=1)3/2 [2 ¢ e—2ind
(G8li0): = =t [ = Y — . (5.50)
VATV G+ 1) - 2]
Using this approximation the probability distribution is
. 2
2 i/2 e—2ine

P ~— 5.51
M —Z/ G+ 1) - et 20

Here I have multiplied by a factor of 2 so the probability distribution is normalised over the interval
[—7/2,7/2], for consistency with Eq. (5.45). In Ref. [41] the sum is then approximated by an integral
in order to obtain the Bessel function approximation.

In order to see where the approximation is deviating from the exact expression, in Fig. 5.9 I have
plotted the probability distribution multiplied by ¢? for the exact expression, the approximation
(5.51), and the Bessel function approximation (5.45). For the exact expression I have used twice
Eq. (5.34), so that the distribution is normalised over the interval [—m/2,7/2]. The functions are
very rapidly oscillating, so to make the three curves legible only the peaks are plotted.

Near ¢ = 0 the three expressions for the distribution give very similar results, but there are
large differences in the tails. As can be seen in the figure, the first approximation (5.51) has tails
that are fairly close to the exact expression, but still noticeably higher. In contrast, the tails for
the Bessel function approximation are much different, and lower than the exact expression. These
results indicate that it is not primarily the initial approximation for I io(w/Q) that is giving the
incorrect scaling for the tails, but the approximation where the sum is approximated by an integral.

On the other hand, if we look at the results close to the centre of the distribution, we find that
there is very good agreement between the curves. To illustrate this, the distribution near the centre
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Figure 5.10: The canonical phase probability distribution, multiplied by sin? ¢, for the state |70) .
with 25 = 51200 photons, calculated using two different methods and restricted to a range of small
¢. The exact calculation is indicated by the continuous line, and the Bessel function approximation
(5.45) is shown as the crosses.

multiplied by sin? ¢ is plotted in Fig. 5.10. For large photon numbers there is good agreement over
a region that is large compared to the central peak, but the agreement is always poor for phases
that are significant compared to /2.

In the light of these results, any results based on the Bessel function approximation should be
treated very carefully if they depend on the distribution for large phases. For example, the Bessel
function approximation can be used to show that the Holevo phase variance should scale as N ~1/2
(as stated in [54]), but it does not give the correct scaling constant. From Eq. (5.43) the Holevo
phase variance is given approximately by

w/2

(sin® ¢) = / P(¢) sin? pdep. (5.52)

—m/2

Note that this approximation is accurate provided that <sin2 ¢> is small, but does not depend on the
main part of the contribution being from small ¢. Using the Bessel function approximation (5.45),
we find that

(o gy _ 24+ 1 /) // [y Qo)

n- ¢d
R R
/2 9
2j+1[F(3/4)]2/ [J1/4(59)]

.2
- 5 sin® ¢da. (5.53)

j¢
Jo
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From Ref. [46], for large ¢ the Bessel function can be approximated by

Jia(jo) = ﬁ% (5.54)

Therefore, since the majority of the contribution to the phase variance is from large ¢, we have

/2
g o B LG/ [ 2sin’ (jo +7/8)
R S / (j9)*?

sin? pdep. (5.55)

0

Using the average value of sin(j¢ + 7/8) and taking the limit of large j, this becomes
/2

. 2j  [[(3/4)]° in? ¢
(sin” ) szj:s/z[ <\//§)] /S;;/Q d¢

Q

0

/2
2 [0(3/4)] [ sin®¢
aow | e

(5.56)
0

This demonstrates that the Bessel function approximation predicts that the Holevo phase variance
should scale as N~1/2. The scaling constant is given by

/2

0 n=
= 0.2845775946062444 . . . (5.57)

The above expression is easily evaluated by numerical evaluation of the integral, or by summing the
first dozen or so terms of the sum. The scaling constant obtained is about 0.28; however, from the
numerical results shown in Fig. 5.5, the actual scaling constant is 0.44.

Note that for the standard variance, <q52>, we are simply replacing sin? ¢ with ¢2, so the scaling
1/2

is again N~/“ except with a scaling constant of

w/2 x/2

% T(3/4) / #/2d¢ = % [1(3/4)]? [¢3/2}

3/2
_ \/?[F(3/4)}2
Vo 3
= 0.3993800782451976. .. (5.58)

0

This scaling constant of about 0.40 is again different than the actual scaling constant of about
0.66 (the results demonstrating this scaling constant will be discussed below). It is significant that
the scaling constants for the Holevo phase variance and the standard phase variance are different,
because it demonstrates that the Holevo phase variance is not necessarily the same as the standard
phase variance, even in the limit of very sharply peaked distributions. For the Holevo phase variance
to be the same as the standard variance, the phase distribution must not only be narrowly peaked,
but the tails must scale down rapidly enough that there is no significant contribution to the phase
variance from large ¢.

5.4 Other Measures of the Phase Uncertainty

In practice the high tails of the |j0), state mean that although most of the results of phase mea-~
surements will have small errors, scaling as N !, there will always be a significant number of results
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with large phase errors. This means that we would need to be very careful analysing results obtained
from this state. For example, if we take the mean of a large number of results obtained using this
state, the error in the mean will scale as N~/ rather than N~'. In order to obtain results with
error scaling as N~!, we would need to use some more sophisticated data analysis technique. In
contrast, because the optimum states derived here have a Holevo phase variance that scales as N 2,
we can use all the standard data analysis techniques and still get an error scaling as N 1.

Another issue is that although the phase uncertainty for [j0), as indicated by the Holevo or
standard phase variance does not scale as N~!, it does scale as N~' under other measures of
uncertainty. The phase variance is a very stringent measure of uncertainty, and generally gives an
upper limit on other measures of uncertainty. For example, there are the inequalities [55, 56]

V2meA¢ > Ly > V2wely
Ag¢

VvV1-C

where A¢ is the square root of the variance, Ly is the entropic length, Ly is the Fisher length, and
L¢ is a C x 100% confidence interval. These inequalities mean that if A¢ scales as N1, as is the
case for optimum states, then the entropic length, Fisher length, and confidence intervals must also
scale at least as N 1.

> L, (5.59)

Two other measures of the phase uncertainty are the reciprocal-of-peak-value, L., and the
Stissman measure, Lg. Specifically, the definitions for each of these measures are

™

A /P<¢> (6 — 3)*do

log Ly — — / P (9)log P (6) d¢

™

o [ s

J 1T ] P
¢+Lc
1-C = / P (¢p)do
¢—Lc
Ly} = max [P()]
L5 = [ (PP as (5.60)
where ¢ is the mean phase, defined as
o= [ Ployods. (5.61)

In addition, there is the usual Holevo phase variance

2

V(g) = /P(¢)ei¢d¢ —1. (5.62)

Most of these measures are discussed in more detail in Ref. [57].
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In order to calculate these measures, the full probability distribution for the measurement scheme
is required. In the case of the optimum input state, the inner product is given by

. 1 L w+j+)m],. .
(10| Yopt) = \/ﬁ Z_:'sm [QJT (JBlivyy
- 3 [,
Hv=—j
1 . /’L+.7 + 1 m —i
= W\/ﬁ Z Sin [T;] e I¢. (563)
p=—J

Expressing the sine in terms of exponentials gives a sum that can be evaluated:

~ _ R (ptj+)m (p+i+ D)7 ine
(Jo|thopt) = ﬁﬁugj % {exp [lw] — exp {—2.4} } et

~

1 1 eilio) | & [ (W +D)m .,
BN SR S ;OQXP_W_Z“Qb}

(W +m -/_
_Zexp {—z 27 12 —z;ub_

1 1 (i) N [, T oo
B ER N ] MZ::OP’XP K <N+ _¢>+2N+2}

2
_ Zexp [—w (N+2+¢) NLH}} (5.64)

=0

Using the summation formula

N
o 1—aMtl
Yot = (5.65)
m=0
this simplifies to
1 1 eile) [, 1—(F=—o)W+1 L1 — e (W) (VD)
<j¢|wopt> = _ . . e' N2 — — e ‘Ntz ——
V2j+1vj+1 26 1er(N_+2*¢) 17671(N+2+¢)
1 1 eidd) 5 e 0(N+1) o TinEE 4 e ib(N+1) (5.66)
V2RIV 2 1 ei(¥529) 1 e-i(w52+9) ‘
The probability distribution is therefore
1 1 61N7jr2 +671¢(N+1) e 'N+2 +671¢(N+1)
P(6) = -~ - (5.67)
TN+ 1—ci(#5=-9¢) 1— e i(#=+2)

2
1 1 |ei™m — e i(#F=teN+2) _ —ivts 4 (i35 —9(N+2))

SN+ (1- e+ (1 ei(mt0))
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(1 + e—i(N+2)
1— e_i(NLH—Hb))

- . (5.68)

This simple result for the probability distribution can be used to determine the phase uncertainty
under each of the measures in (5.60) using numerical integrals.

For the state with equal numbers of photons in each port, the probability distribution is given
by Eq. (5.34). This expression cannot be evaluated to a simple expression like Eq. (5.68), and
the full sum must be used in order to treat the distribution exactly. This becomes prohibitively
time consuming if the integrals must be performed numerically; however, all of the integrals can
be evaluated using sums, except for the entropic length. To see this, note that the probability
distribution can be expressed as

2j
1 ik
P(¢) = 5 Z‘Pke , (5.69)
k=—2j
where 4
J * .
Po= > 70 (1 (n/2)) Lo (m/2)0k (5.70)

Hv=—j

Recall that the modified Holevo phase variance for this state can be evaluated using (5.35) and
(5.36). For the other measures of the phase uncertainty the integrals will be performed over the
interval [—m/2,7/2], so the above distribution must be multiplied by a factor of 2 to be correctly
normalised. The modified probability distribution is therefore

1 &
P(¢) = — > P (5.71)

k=—2j

In addition, it can be shown that all the Py are real, and P, = 0 for odd k. For the standard phase
variance, it is simpler to express the probability distribution as

1 2 &
P(¢) = —Py+ = > Py cos(kg). (5.72)
k=2

The standard phase variance can then be determined using

w/2 2j w/2
1 2
2 2 2
A = Ry / ¢ d¢+;ZPk / cos(ke)p>de. (5.73)
—7/2 k=2 —m/2
Evaluating this we find that
25 k/2
1 _2/m\3 2 m(—1)
A¢? = —Py= (= P~
= 03(2) erkZ:Q "2 (k/2)°

_71' 2 2 k/2
— TR (2) (- (5.74)
12°° kz: k<k>
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This provides a simple formula to determine the standard phase variance, once the coefficients Py
have been determined.

Next, to determine the Fisher information, note that for the state with equal photon numbers
in both ports, the probability distribution can be expressed as

P(¢) = ¢*(9), (5.75)
with
Y(g) = \Fg; e/ [T (1/2). (5.76)

Here the factor of 7 ensures that this is always real, so the absolute value sign is not required. Note
also that a factor of 1/y/m (rather than 1/4/27) is required for the probability distribution to be
normalised over the interval [—m/2,7/2]. In terms of this function the Fisher information is

/2

L dw2<¢>>r L
o _//2[ B | w5
T de@)] 1
= [ 0% e
—m/2
" v
—m/2
Evaluating this gives
/2 2
1,-2 _4(_1)j / ! i —; w(¢+rr/2)p o(m/2)| do
F = N pe
—m/2 p=—j
A m/2 j
=S [ ww)e DL (/) (r/2)do
771'/2 Hy==j
Z P o (m /217 0 (7 /2)d
u=-j
— 4 Z { 7r/2} . (5.78)
u=-j

In the last line the result that IZ#O(W/Z) = (fl)jlio (m/2) has been used. This expression gives a
simple method for calculating the Fisher length.
Next, in order to evaluate the confidence interval we wish to perform the integral

Lc
1—C= / P(6)ds. (5.79)
—Le
This is easily evaluated as
Lo 2
P 2
1-C = / 0y ZPkcos(qu)] de
GO v
—L¢ =
_ 2Lchy 4 P .
== + - Z z sin(kL.). (5.80)

k=2
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Figure 5.11: The phase uncertainty of the |j0), state (purple) and states optimised for minimum
Holevo phase variance (black) under several measures multiplied by N. The square root of the
Holevo phase variance is shown as the continuous lines, the square root of the standard variance as
the circles, the inverse-of-maximal-value as the triangles, the Stissman measure as the dotted lines,
the entropic length as the dash-dotted lines, the Fisher length as the crosses, and the 67% confidence

interval is shown as the pluses.

This expression can then be used to find L¢ for a given C numerically.
The evaluation of the reciprocal-of-peak-value is simple, as it merely requires the evaluation of
the probability distribution at ¢ = 0. Lastly, the Siissman measure can be evaluated using

/2 2
_ 1 St
L3t = / = > PPt tF)%dg
)2 k k' =—2j

1 &
== Y P (5.81)

U )
kk'=—2;

These methods were used to calculate each of the above measures of uncertainty for the optimum
input state and |70}, for a large range of photon numbers, and the results multiplied by N are plotted
in Fig. 5.11. Tt is clear from this plot that the asymptotic values for most of these measures are good
approximations for photon numbers of order 100 or greater. The results for the Holevo and standard
variance for |j0), do not converge, as these measures of the phase uncertainty scale as N /4 The
results for the entropic length for |j0), do not appear to converge at this scale; however, if we
increase the scale of the plot, as in Fig. 5.12, we find that the results converge to a large value for
very large photon number.

It can be seen from Fig. 5.11 that the optimal state is actually worse than the [j0), state as
evaluated using the reciprocal peak L., or the Fisher length Lp, but it is better under all the other
measures of phase uncertainty. The Slissman measure and the entropic length are smaller for |j0),
for smaller photon numbers, but the asymptotic values are larger.

It can be argued that the reciprocal peak and Fisher length do not give very meaningful estimates

of the phase uncertainty in the case of |j0),. The reciprocal peak gives good scaling because the
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Figure 5.12: The entropic length for the |j0), state multiplied by N on a larger scale.

probability distribution has a high peak, but it does not take the tails into account at all. As an
extreme example of where this happens, consider the probability distribution given by
1—-A

P(¢) = 5. T (o), (5.82)

where A < 1. Under the reciprocal peak measure, the phase uncertainty is zero; however, it is clear
that the actual phase uncertainty is very large.

The Fisher length is small when the probability distribution has a large first derivative. This
means that the Fisher length gives a meaningful estimate of the uncertainty when the probability
distribution has a smooth peak, as the larger the derivative is, the sharper the peak. The Fisher
length is not so meaningful when the probability distribution oscillates, as is the case for |j0),. The
small Fisher length is then just due to the rapid oscillations, rather than a single narrow peak. As
an extreme example of this, consider

cos?(no)

P(¢) = ——, (5.83)

s

where n > 1. The Fisher length will be very small for this distribution; however, it is clear that the
actual phase uncertainty is very large. In view of these considerations, it appears that the reciprocal
peak and Fisher length give misleadingly small estimates of the phase uncertainty for the |j0), state.
The better scaling using these measures should not be taken to imply that |j0), states are better
than the optimal states.

Using the results plotted in Fig. 5.11 we can determine the scaling constants for each of these
measures for the two states, and the results are listed in Table 5.1. In this table A¢y denotes the
square root of the Holevo phase variance. Note that for |¢op;) the square roots of both the standard
variance and the Holevo variance scale as 7/N, in agreement with the scaling predicted analytically.
For [j0),, the standard and Holevo variance scale as

0.6573863

VN
0.4395

¥

Ag? (5.84)

Q

V() » (5.85)
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Table 5.1: The scaling constants for each of the measures of phase uncertainty for the state optimised
for minimum Holevo phase variance and |50),.
Measure [Yopt ) FOB

NA¢ 3.14159265359 | 0.8107937 x N3/4
NA¢y 3.1415927 0.66292 x N3/4

NL,, 7.7515691701 6.87519
NLg 10.710529485 12.30505
NLy 12.414819836 35.79

NLgs 2.9481552495 3.07129
NLp 2.76615948 1.4142136

These are different from each other, and also from the values obtained previously using the Bessel
function approximation.

It is interesting to note that the coefficients found here for the confidence interval (3.071) and
the Fisher length (1.414) for the state |j0), differ from those found in [42], of 3.36 and 2 respectively.
In order to see the reason for this difference we can use the asymptotic approximation (5.45). In the
large j limit the +1 can be ignored, so this becomes

J T23/4) [Aa)]”

Pi(¢) == NG NI (5.86)
Therefore the 2/3 confidence interval can be determined as
Ly,
% - / % 2 (/(_ > 10
_1r/ y e )t (5.87)

V2o Ve

where x = j¢. Rather than using the asymptotic approximation of the Bessel function, as used in

[42], it is fairly straightforward to numerically evaluate the integral and use Newton’s method to

find jLo,3. This gives jLy/3 ~ 1.53564794820384, so N Ly/3 =~ 3.07129589640767. This agrees with

the value found from the exact calculations to six significant digits. Thus we see that the difference

in the scaling constant is due to the asymptotic approximation for the Bessel function used in [42].
For the Fisher length, if we perform the derivation in the same way as in [42], we find

1 [d o TP T ViR [ d U9
Fy(9) [dﬁ(@] ST V2 U6 >[d¢ Vo ]
:%ngf/ )43 \/(—)- (5.88)

So the Fisher information is
w/2 9 .
" _2/ r2(3/4)4j2J5/4(J¢)
R N RN T
523/ [ ()
T V2 / VT
7> T2(3/4) 7r
T VZ o VEI(3/4)

d¢

3 =

Q

dx
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Table 5.2: The scaling constants for each of the measures of phase uncertainty for the state optimised
for minimum Holevo phase variance and |j0), as determined using the asymptotic approximations.

Measure |%opt) 150) =

NA¢ | 7= 3.14159265359265 . .. 0.631965250820959 x N3/7

NAdu | = 3.14159265359265 .. 0.533458147005221 x N°/7

2

NLy | 7%/4=775156917007495 .. | dr |3/0]" = 6.87518581802037 ...

NIs 10.7105294850660 12.305050002393

NI 12.4148198362985 3578817

NLos 2.94815524951393 3.07129580640767

NLg 27661594839 V2 = 1.41421356237300 ..

= 2j5°. (5.89)

This is twice what was found in [42], and using this the Fisher length is approximately Ly =~ v/2/N.
The reason for this factor of two is that the approximation used for the probability distribution in
[42] is not correctly normalised. Here the normalised version has been used, which is twice that
given in [42].

Note that this approximate analytic result agrees very precisely with the result found using
the exact calculations. We can also determine the scaling constants for the other measures of phase
variance using the analytic approximation (5.86). The scaling constants for the standard and Holevo
phase variances were found above. The reciprocal peak can be evaluated as

T V2. i

b = 512 (370) 22 72,,9)
_2n [T(5/9)]
-7 |rerm) (>:90)
The scaling is therefore
1 [D(5/4)]
Lup 5547 [r(3/4)} . (5.91)

This scaling constant is approximately 6.87518581802037, agreeing very accurately with that found
from the exact calculations.

The Siissman measure and entropic length can also be determined by numerical integrals. The
scaling constants found, along with the scaling constants found above for the other measures, are
given in Table 5.2. Note that there is very good agreement with the results based on the exactly
calculated data in these two cases as well. The numerical integral for the entropic length is partic-
ularly difficult to calculate, as the probability distribution falls very slowly with the phase, and the
integral must be calculated to very large values of j¢. For this reason only 7 significant digits could
be found.

It is also possible to determine the scaling constants for the state optimised for minimum intrinsic
phase variance using an asymptotic approximation. It is easy to see that in the limit of large N and
small ¢, Eq. (5.68) becomes

L (NLHY (1+ cos (N + 2))

P(¢) ~ o 2
27 N + 2 2
10 -4 () ]
~ onN LT CosNe (5.92)
[(N@¢)? — ]

In the second line it has been assumed that NV + 2 &~ N in the limit of large photon number.
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Note that the asymptotic approximations for both of these states have the general form

P(¢) = Nf(N¢). (5.93)

For asymptotic functions of this form, we obtain 1/N scaling for each of the measures of phase
uncertainty, provided that the integrals are bounded. To see this, note that each of the measures is,
in terms of the asymptotic function,

N
Vaop = [ s 02ds

—N7

N«
logNLy = — / f(@)log f(x)dx

—N7

N
e 2

1-C = / fz)dz
(NLrpf1 = max f(x)

(NLg)™' = /fQ(J:)dx. (5.94)

In the asymptotic limit the Holevo variance is given by the same expression as the standard variance.
For the standard or Holevo variance in the case of the |j0), state, the integral is not bounded, and
must be considered up to the limit ¢ = w/2. That is why 1/N scaling is not obtained in that case.

For the asymptotic expression for the optimal input states, the scaling constant for the variance
is already known to be m, using the analytic result for the Holevo phase variance. The scaling
constant for the reciprocal-peak measure of the phase uncertainty is easily determined analytically
as 2 /4. For the other measures, the scaling constants can be determined using numerical integrals,
and the results are as shown in Table 5.2. Comparing the results in Tables 5.1 and 5.2, it can be
seen that there is excellent agreement between the scaling constants for all of the measures.

We therefore find that the asymptotic expressions accurately give the scaling constants for all
the cases considered, except the Holevo or standard variance for the |j0), state. For these cases
the main contribution is from significant values of ¢, where the asymptotic expression is not ac-
curate. The scaling constants are higher for |j0), than the optimal state for all of the measures
except the reciprocal-of-peak and Fisher length. As explained above, these measures appear to give
unrealistically low estimates of the phase uncertainty for the |j0), state.

Similarly the Holevo and standard variances give unrealistically high estimates of the phase
uncertainty for [j0),. A more accurate way of comparing the two states is through confidence
intervals. For the 2/3 confidence interval, the scaling constant is only slightly higher for |j0),
than the optimal state. The difference is far more pronounced if we consider a higher probability
confidence interval. For a 90% confidence interval, the scaling constant is only a little higher for the
optimal state, at about 4.88, but it is 37.69 for |j0)..

Probably the most accurate way of comparing the two distributions is through the entropic
length, as this corresponds exactly with the phase information contained in the distribution. The
scaling constant for the entropic length is almost three times higher for the |j0), state than for the
optimal state. These results demonstrate that although the phase uncertainty scales as N~! for
|70)., it is not as good as the optimal state.



Chapter 6

Optimum Adaptive Interferometry

Now that the input states have been fully considered, the next factor to consider is the optimum
way of measuring these states. There are basically two components to this: the feedback phase that
is used during the measurement, and the phase estimate that is used at the end of the measurement.
It has been shown [35, 51, 34] that in the single mode case it is possible to make very good phase
measurements by using feedback to an auxiliary phase shift. In order to apply the same principle
here, I consider adaptive measurements where the phase to be measured, , is in one arm of the
interferometer, and a known phase shift, ®, is introduced into the other arm of the interferometer,
as in Fig. 5.1.

The initial feedback scheme that will be considered is that where the introduced phase shift is
adjusted in order to minimise the variance in the phase estimate after the next photodetection. In
order to evaluate this feedback scheme, the optimal phase estimates are required; these are derived
in Sec. 6.2. It is also possible to select the feedback phases in order to minimise the final variance,
using numerical minimisation techniques.

For these adaptive schemes to work, the feedback that adjusts ® must act much faster than the
average time between photon arrivals. For simplicity I make the assumption that the feedback is
arbitrarily fast, which simply means that the phase ® is always assumed to have been changed before
the next detection occurs. It is the ability to change ® during the passage of a single (two-mode)
pulse that makes photon counting measurements more general than a measurement of the output
J. considered in [39, 40].

As mentioned in the previous chapter, it is assumed that the photodetectors have unit efficiency.
In addition, only single detection events are considered, rather than multiple detections. Physically,
simultaneous detections correspond to individual detections that are too close together to be re-
solved by the apparatus. Here it will be assumed that the apparatus is arbitrarily fast, so that all
the detections can be resolved, and the feedback phase updated between detections. This is not
necessarily realistic for current technology, particularly for larger photon numbers. However, the
purpose of this study is to examine how far phase measurements can, in principle, be improved,
rather than to examine the limits of current technology.

6.1 Preliminary Theory

To describe the measurement, it is convenient to denote the result u from the mth detection as u,,
(which is 0 or 1 depending on which output the photon is detected in), and the measurement record
up to and including the mth detection as the binary string 1, = ., ... usu;. The input state after
m detections will be a function of the measurement record and ¢, and is denoted as |[1)(n.,, ¢)). In
the calculations these states are not normalised (except for the initial state), in order to express the
state as a power series in e*?.

140
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The time between detections does not give any information, and is not included in the measure-
ment record. To see this, note that the measurement operator for no detection is

Qo =1-3(a'a+bTb)at, (6.1)

where a and b are the annihilation operators for the two input modes. As this does not depend on
the phase, the probability distribution for the phase is unchanged between detections. In addition,
we consider only states with a fixed total photon number N. This means that, after m detections,
the system will be in an eigenstate of a'a + b'b with eigenvalue N —m. Therefore the measurement
operator 0y does not produce any system evolution. As neither the probability distribution for the
phase nor the system state changes between detections, the time between detections may be ignored.

Now the evolution produced by detections will be considered. After the first beam splitter the
operators for the two beams are (in the Heisenberg picture)

(a+ib)/V2, (ia+b)/V2. (6.2)
The two beams are then subjected to phase shifts of ¢ and ®, so the operators become
e (a+ib)/V2, € (ia+Db)/V2. (6.3)
Lastly, the effect of the second beam splitter is the same as the first, giving the two operators

iei(<p+‘1’)/2(a sin @ + bcos ),

e’ Pt®)/2 (g cos O — bsinh), (6.4)

where 0 = (¢ — ®)/2. Ignoring the unimportant initial phase factors, these can be represented as
the operators ¢, ¢1, where

¢y = asin (6 +umw/2) + beos (0 + um/2). (6.5)

The input state is then determined by the initial condition

[ (no, ) = [¥), (6.6)
where ng is the empty string, and the recurrence relation
W(nm—l, 30)>

¢ (Umnim—1,¢)) = Cu,, () (6.7)

V2j+1—-m’

These states are not normalised, and their norm represents the probability for the measurement
record n,, given . That is,

P(nmle) = (& (nm, @)l (nm, ©)). (6.8)

An arbitrary input state with N = 25 photons can be expressed as a sum of J. eigenstates

) = > bulin).. (6.9)

p=—j
The state after m detections will be (for m > 1) a function of . It will be denoted as follows:

j—m/2

Ym,0)) = Y um(nm, 9)j —m/2, 1) (6.10)

n==j+m/2
Using the recurrence relation (6.7), it can be shown that the functional form of ¢, , (1m, @) is always

m/2

Ypom (M @) = Y Yy ()€™ (6.11)

k=—m/2
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The recurrence relation for the coeflicients 1, m i is

6772(<I>m7um7r)/2
Gyt (m) = WY —m+1 [S—wp—%,m—l,k—%(nm—l) - ZS+%+%,m—1,k—%(”m—1)}
ei(ém,—um,ﬂ)/Q

m [S—wu—%,m—l,k—i—%(nm—l) + i3+¢u+%,m—1,k+§(”m—1)} , (6.12)

si:,/j—%iml. (6.13)

We need to express the system state in this form for two main reasons. Firstly the feedback
scheme should not depend on the actual value of the phase, only on the measurement record. To
determine the feedback phase, the probability distribution for the system phase is required. This
can be determined from the variation of the state with the unknown system phase. This requires
the above coefficients, as repeating the calculation for each individual value of the phase would be
too inefficient. Secondly, we can perform the entire calculation independently of the system phase,
and average over the system phase at the end of the measurement. This allows us to take account
exactly of the full range of input phases.

The probability distribution for the unknown phase can be determined using Bayes’ theorem

P(p)P(nmle)
P(nm) .

+

where

P(plnm) = (6.14)

The probability distribution for the phase at the start of the measurement, P(y), will be flat, as it
is assumed that there is no prior knowledge about the phase. The divisor P(n,,) is independent of
the phase, and therefore only provides a normalising factor to the phase distribution. Ignoring these
terms gives

P(plnm) o< P(nm|e), (6.15)

and therefore
P(plnm) o< (1 (nm, @) [ (nm, ). (6.16)

Note that this result is equivalent to Eq. (1.72) for the case of continuous measurements. A similar
Bayesian approach to interferometry has been considered before, and used in analysing experimental
results [58]. However, this was done only with non-adaptive measurements and with all particles
incident on one port.

6.2 Optimum Phase Estimates

Before describing the phase feedback technique, I will firstly describe how to select the final phase
estimate. This is necessary because it is not possible to determine the phase variance produced
by a phase feedback technique without specific final phase estimates. The best estimate to use is
that which minimises the Holevo variance in the final phase estimate. This can be determined by
summing over the 22/ combinations of results, then averaging over the input phase.

For greater generality, the optimum phase estimate after m detections will be considered, rather
than specifically the phase estimate at the end of the measurement. The result for the final phase
estimate can then be obtained by substituting m = 2j. First, summing over the combinations of
results gives the probability distribution for the error in the phase estimate as

Pl = 3 Plrnlg)dé— (b(nm) — 9)), (6.17)
[nm]=0

where the square brackets in [n,,] denote the numerical value of this binary string interpreted as a
binary number, and $(n,,) is the final phase estimate.
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Next we wish to average over the system phase and the initial feedback phase. For a feedback
scheme to be unbiased (in that it treats all input phases equivalently), the initial feedback phase
should be chosen at random, as there is no information to base this phase on. This phase should
therefore be averaged over in order to determine the average probability distribution. In determining
the coefficients 1, ik (nm ), a specific initial feedback phase must be chosen, so at first it might appear
that this phase cannot be averaged over. Note, however, that all the successive feedback phases are
relative to the initial feedback phase. If the initial feedback phase is altered by some amount A®,
then all the successive feedback phases will be altered by the same amount (for the same detection
results). This is because, if the feedback scheme is unbiased, the initial feedback phase provides a
reference phase.

Therefore it is only the difference between the system phase and the initial feedback phase that
is significant, and we need only average over one of them. I will take the initial feedback phase to be
zero, which is equivalent to measuring all phases relative to the initial feedback phase, and average
over the system phase. Performing this average gives

PO = [doge 3 Plunla)do - @) )
“r [nm]=0
1 2m—1
=5 D Plml¢(nm) - 0). (6.18)
[nm]=0

The exact phase variance for the measurement scheme can be determined from this probability
distribution. Evaluating <el¢’> gives

™ om _q

() = [doe* S S Planlétum) — o)
“r [nm]=0
1 2m_1 B ” o
=5 Z i (nm) /dqbe_’(“"(”m)_*b)P(nm\@(nm) —¢)
[nm]=0 —n
1 2m_1 B n .
=5 Z ' #(nm) /dxe_””P(nm\x). (6.19)
[nm]=0 “n

In order to minimise the Holevo phase variance, we wish to maximise ‘<ei¢> ‘ A phase estimate that
maximises this is

™

Hnm) = arg / ¢ P 0)dip

—T

T

~ arg / € (R ©) [ (s )i

—T

T

= arg/ewP(gomm)dcp

—T

= arg (e'¥), (6.20)

where the expectation value is determined from the probability distribution for the phase based on
the measurement record. For the specific case of the phase estimate at the end of the measurement,
this can be calculated as

Jj—1
P(noj) = arg Y 1025600 2541 (6.21)
k=—j
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Unfortunately there is a slight ambiguity here, as the same Holevo phase variance will be obtained
if a constant is added to these phase estimates. This would make the probability distribution biased,
and as discussed in the introduction, a better way of evaluating the variance when the measurements
may be biased is

Vo(¢) = [Re(e’®)] " — 1. (6.22)

Note that e’® is used here, rather than e*(?~%) because ¢ is the deviation from the system phase.
Minimising this estimate of the phase variance is equivalent to maximising Re<ei¢>. If any constant
is added to the phase estimates given by Eq. (6.20), the value of |(¢'?)| will be the same, but
the value of Re(e’) will be smaller, as (e’®) is complex. Therefore the phase estimates given by
Eq. (6.20) are the unique solution that maximises Re(e’®).

With these phase estimates, the exact variance after m detections can be determined using the

simple expression
om _q ™

i 1 i
) =5r = | [ €Wt Dt e)ds] (6.23)
[nm]=0 "7
As these phase estimates are unbiased, the absolute value will be used, rather than the real part.
The final variance can be determined using

2271

j—1
|<ei¢>| = Z Z ¢072j7kw8,2j,k+1 . (6.24)

[n2;]=0 |k=—J

This means that during calculations, after each sequence of measurements, the phase estimate and
contribution to ‘<e“7’>‘ can be determined as the phase and magnitude respectively of

j—1
D Y0255 2 k1 (6.25)

k=—j

6.3 The Feedback Technique

In order to find the optimum phase feedback technique, we need to find the feedback phase ®,, for
each measurement record n,,_; that maximises the value of ’<ei¢>| as determined using Eq. (6.24)
(and therefore minimises the Holevo phase variance). This is, in general, a very difficult problem,
and I will initially consider a much simpler feedback technique that can be determined analytically.

Rather than choosing each feedback phase to minimise the final phase variance at the end of
the measurement, we can choose the feedback phase that minimises the phase variance after the
next detection. This will mean that the last feedback phases are optimal, but not necessarily the
intermediate feedback phases. This is because they minimise the intermediate phase variances, not
the final phase variance.

In order to see how to choose the phase estimate, recall that the value of |<ei¢>| after the mth
detection is given by Eq. (6.23). For the feedback phase before the mth detection, ®,,, we need only
consider the part of the sum for the measurement record n,,_1, as this is the only part of the sum
that is affected by the feedback phase. We must still sum over the mth detection result, as this is
still unknown. The expression to be maximised is therefore

T

M@n) = Y | [t Dumin 1, o) ?d|. (6.26)

Uy, =0,1 p

In order to use this expression we require (Y(tumMm—1,¢) | (Umnm—1,p)) explicitly in terms of
U 1t is straightforward to show from Eq. (6.12) that

(Y (umnm—1,P) [P (Umnm—1,9)) = %Kw(nm—lv )b (nm-1,9))

—|—)\m_1(go)ewe_i(‘b’"_“’”“) + /\:1_1(go)e_i“’ei(@m_"m“)], (6.27)
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where A\,,—1(¢) is defined by

m—1
> Am1ae™?, (6.28)
n=—m-+1
where
gmfl n+ iCmfl n
Am—1n = — 2 — 6.29
1, Dy p— (6.29)
and where
gmflm = Z Z Mwu,mekw;}mfl,k/6n7k7k’a (630)
koK =— T
% S+
+ — * *
Cm—1,n = Z Z M—%;W—Lkwu-‘r%,m—l,k’ + wu-ﬁ-%ﬂn—Lkwu—%,7n—1,k’)6n7k—k"
k'=—mx1 L uy=—j+%
(6.31)
Using this result it is possible to show that
r 1 Lo —1 — Uy, T
M@n) = Y | [ 00mo1 o mo1,0)) + Anoa(p)eiFe i
Uy, =0,1 .
_i_/\?*n_l(w)efwei(@mfumvr)]ewdgp‘
T _m=1 m—1
1 3 - i(k—k'+1
=3 2 / ) D Yumor ke Y
U =0,1 . p‘:,j+u k klzi%
m—1
Yo Dy — U, TT) Z Ao in ei(n+2)ap + ei(ém,—umﬂ') Z A;l,ne_in¢] d(p
n=1— n=1-m
j_ —1
=T Z Z Z w,um 1kz/]p,m 1,k+1
U, =0,1 H—_]+m2 1 k=—m 2
+/\m_1,_267i(¢’”7u’”ﬂ—) + )\fn_lvoei@mﬂ‘m”) . (6.32)
This can be expressed in the form
M(®,,) = ’a + be 1 ®m 4 cei‘I’"”} + |a — be 1 ®m — cel®m| (6.33)

where

m 1 7n 3

jf

a=m Z Z wu m—1 k:'(/)u,m 1,k+1> (634)
p=—jt It 1 _m=1 m 1

b = 7I'Am_17_2, (635)

€= mAn-10 (6.36)

There is an analytic solution for the ®,, that maximises M (®,,,). This solution gives three phases,
®p and @, and the phase that is optimal must be found by substituting into Eq. (6.33). These
phases are given by

Oy = arg(ba” — c*a), (6.37)
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and
SNCENEE
b, = arg \/w7 (6.38)
C1
where
c1 = (a*c)* — (ab*)* + 4(|b]* — |c[*)b*e, (6.39)
co = —2iIm(a®b*c*). (6.40)

Note that M (®) = M(® + 7) so that in addition to the solution found by this method there will be
another differing by 7. It does not matter which of these is chosen; it simply reverses the significance
of the two alternative detection results u,, = 0 and 1.

As mentioned above, the initial feedback phase ®; should be chosen at random, as there is no
information to base it on. At each following step, we determine the optimal feedback phase by the
method described above, then determine the evolution of the state for that feedback phase. This
process continues until all photons have been counted. The measurement record is then the binary
string ng; = ugj ... ugus and the result is a posterior distribution P(p|ne;) that is proportional to
(¥ (naj, )| (ne;, ¢)) and is characterised by the 2j 4+ 1 numbers 1 25 1 (n2;).

6.4 Stochastic Method

For a moderate number of photons it is possible to determine the exact phase variance by systemat-
ically determining the evolution of the state for each combination of measurement results and using
Eq. (6.24). As the number of possible measurement records increases as 2%/, the exact variance can
be determined only for moderate photon numbers (up to 20 or 30). For larger photon numbers it is
necessary to determine the phase distribution stochastically.

The initial feedback phase is selected at random, and the results of the detections are selected
by their probability of occurring. In order to determine the probabilities, a specific system phase
must be selected. For simplicity, the system phase was taken to be zero in the results that will be
presented here. This leads to no loss of generality, as the initial feedback phases were selected at
random.

In order to determine the probabilities, it is simplest to determine the phase dependent state
coefficients 1, m (nm, ). The state coefficients will change as

w#,m (nma 90) = S+ SiIl Gmw;ﬁr%,mfl(nm*la QO) + s_ cos Gmw,ufé,mfl(nmfl, So)a (641)

where
- (Dm m
0,, = 50—+U7T (6.42)
2
The probability of obtaining the result u,, is given by
. jom=L
1 ezumﬂ 2 9
Pumlp,nm-1) = 5 + m —cos(p — Prm) Z 1| pm—1(nm—1,¢)|
p=—j+ 0t
%
+sin(p — D,,) Z s+s_Re (wu+%7m71(nm_1, <P)¢;_%7m_1(ﬂm—1, <p)) . (6.43)
n=—j+%

Here it has been assumed that the coefficients ¢, y—1(nm—1, %) are normalised. The recurrence
relation (6.41) does not give the normalised coefficients. The coefficients determined from Eq. (6.41)
should be normalised in a separate calculation.

The detection results were chosen with probabilities determined using ¢ = 0 and these formulae,
and the final phase estimates were determined using Eq. (6.21). For the ensemble {¢, }1L, of M
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final phase estimates the Holevo phase variance was estimated by

M —2
Re <M1 > eid’")] —1. (6.44)
n=1

6.5 Modulo © States

In the case of the state with equal photon numbers in both ports, the above techniques will not
apply exactly, as the phase distribution repeats modulo 7. This means, for example, that <e“7’> =0.
In the previous chapter the measure of the phase variance used for this state was

Va(6) = (|(e2)| 72 — 1) /4. (6.45)

Most of the above analysis must also be modified to consider the phase modulo 7.
Firstly the distribution (6.17) should be averaged over the interval [—m/2,7/2] rather than
[—7,m]. This gives
2m—1
P(@)=— > Pnnl(m) = ¢). (6.46)

[”m]:O

Now, rather than evaluating <ei¢>, we wish to find <€2i¢>. This can be evaluated as

/2 om_q
) 1
2ip\ _ 2i¢ = X _
@) = | [ 0L S Planlgtn) — o)
/2 [nm]=0
om_q /2
1 2i@ (N ) —2ix
=|- D el dze™"" (th(nm, )¢ (nm, 7)) - (6.47)
™
[nm]=0 —7/2

This means that the optimal phase estimate is

/2

$(nm) = Larg / € (4 (1, ) [ (1o, ) ). (6.48)
—n/2

This can be evaluated at the end of the measurement using
j—2
G(ng;j) = Sarg > 0.2k 0 k125 (6.49)
k=—j
and the final variance is calculated using
2% 1 | j—2
()] = Z Z ¥0,2j,k%0,2j k42| - (6.50)
[n2;]=0 |k=—J
Now instead of Eq. (6.26), the expression to be maximised is

/2

M@= 3 | [ s 1) . (6.51)

Um=0,1 /2
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Using Eq. (6.27), this becomes

/2
1 i, —1 — U, T
M((I)m) = Z / §[<w(nmfla(p)|¢(nmfl7@)>+)‘m71(§0>eupe (B )
Um=0,1
me /2

A (p)e e Enmun T 2ie gy

/2 jom=1 m_1 1

2
Sr [T F v

Uy, =0,1 77/2 M77]+m 1 k k/_im;

m— m—1
_|_67i(‘1>m7um7r Z z(n+3)tp+e (Do, — U, ) Z )‘m 1n6i(n1)tp‘| d(p

n=1— n=1—-m

nL 5

:g Z Z Z Ypm—1,k 0 m—1 k42

Um=0,1 p=— J+nz 1 k—— nL 1

_i_)\mil)i?)e—z(fbm—umﬂ) +A 11 ez(@ — Uy ) (6.52)
Thus a, b and c are given by
m—1 m—>5
T 2 2
a= 5 Z Z wl‘f m—1 k¢u,m 1,k+2> (653)
p=—jt Bt k=—
b= GAm1 s, (6.54)
LN
€= 9tm-11 (6.55)

The last equation that must be modified for this case is the formula for estimating the phase variance
from the data, which becomes

M —2
e <M1 > emn)] —15. (6.56)
n=1

6.6 Results

The results of using this adaptive phase measurement scheme on the four alternative input states
are shown in Fig. 6.1. The phase variances for states up to N = 20 (or N = 30 for |jj).) were
determined exactly using Eq. (6.24), whereas those for larger photon numbers were determined
using the stochastic method described in Sec. 6.4. The sample sizes used were about 2'° for the
smallest photon numbers, down to 2'° for the larger photon numbers. The phase variances are very
close to the phase variances for canonical measurements for all of these input states.

For the optimal input states described in Ch. 5, the scaling is close to 1/N2, but the phase
variances do differ relatively more from the canonical values for larger photon numbers. If we plot
the phase variances as a ratio to the canonical phase variance (see Fig. 6.2), we find that the ratio
of the phase variance to the canonical phase variance increases fairly regularly with photon number.
This ratio possibly increases proportional to log V. In that case the introduced phase variance would
increase as log N/N?2, as is the case for the optimal single mode phase measurements considered in
Ch. 3.

For |50), the variances are very close to those for canonical measurements, scaling as 1/N1/2. If
we look at the distribution of the phases resulting from these measurements, we find that there is a
sharp peak, but a significant number of results with large error that produce the large variance (see
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Figure 6.1: Variances in the phase estimate versus input photon number 2j5. The lines are exact
results for canonical measurements on optimal states [¢op) (continuous line), on states with all
photons incident on one input port |jj). (dashed line), on states with equal photon numbers incident
on both input ports [j0), (dotted line), and the state (|50, + |51).)/v/2 (dash-dotted line). The
crosses are the numerical results for the adaptive phase measurement scheme on |t¢)op), the circles
are those on |jj)., the pluses are those on |j0)., and the asterisks are those on a (|j0), + [71).)/v2
input state. All variances for the |j0), state are for phase modulo 7.
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Figure 6.2: The ratio of the phase variance using the feedback scheme of Sec. 6.3 to the canonical
phase variance for optimal input states.
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Figure 6.3: The phase distribution resulting from using adaptive phase measurements on an input
state of |j0), for 800 photons. The vertical axis has been cut off at 100 (the peak count is almost
500) to show the tails more clearly.

Fig. 6.3). Similarly, for the case of the state (]j0), 4 [j1).)/v/2, there are a large number of results
at £, as seen in Fig. 6.4. As for the canonical distribution, this is why the phase variance does not
decrease significantly with photon number.

Now recall that although the phase uncertainty of the |j0). state as measured by the square root
of the variance does not scale as N1, other measures of the phase uncertainty do scale as N~
This indicates that if the data is analysed in a way corresponding to one of these other measures,
the uncertainty should scale down more rapidly with photon number. I will consider 2/3 confidence
intervals, as the other measures do not make sense for discrete data.

The phase uncertainty for adaptive measurements on the [j0), state as measured by the 2/3
confidence interval is plotted in Fig. 6.5. A power law of the form ¢N ~P was fitted to this data set
(for photon numbers of 20 and over), and it was found that the best fit was for ¢ = 1.39 + 0.08 and
p = 0.69 = 0.01. This means that the scaling is not as good as the N ! scaling for the canonical
phase distribution, but it is still far better than the N~/ scaling indicated by the variance.

In contrast, the confidence interval for measurements on the optimal state (also shown in Fig. 6.5)
scales very close to N1, In fact for the range of photon number considered the confidence interval
for the measurements is never more than about 30% above the canonical confidence interval. This
means that although the [j0), state has 2/3 confidence intervals for the canonical distribution that
are close to those for the optimal state, the confidence intervals for the measurements are far worse.

As mentioned in the previous chapter, the uncertainty in the mean phase will scale as N ~1/4
rather than N~ for |j0),. According to the Central Limit Theorem, the probability distribution
for the mean of a large number of measurements will be close to a normal distribution, even if the
probability distribution for each individual sample is far from a normal distribution. In addition, the
variance in the mean is the variance for an individual sample divided by the number of samples. As
the probability distribution for the mean is approximately Gaussian, this means that the uncertainty
for any other measure will have the same scaling as the square root of the variance, N ~1/4,

For example, for a photon number of 1600 and a sample size of 2!°, the uncertainty in the mean
phase as indicated by the standard error (the standard deviation divided by the square root of the
number of samples) is 4.0 x 1073, The mean phase is also around this value, at 3.5 x 1073, On the
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Figure 6.4: The phase distribution resulting from using adaptive phase measurements on an input
state of (|j0). + |71).)/v/2 for 800 photons.
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Figure 6.5: The phase uncertainty resulting from using adaptive phase measurements as measured
using 2/3 confidence intervals. The pluses are the numerical results for an input state of |j0) , and the
crosses are those for optimal states. The continuous line is the confidence interval for the canonical
distribution for [¢opt), and the dotted line is the function fitted to the |j0), data.
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Figure 6.6: The Holevo phase variance for optimal input states under various measurement schemes.
The canonical phase variance is shown as the continuous line, the results for the adaptive measure-
ment scheme of Sec. 6.3 as crosses, the non-adaptive measurement scheme of Eq. (6.57) as circles,
and the feedback scheme of Eq. (6.58) as pluses.

other hand the median is much closer to zero, at about 5.9 x 1075.

In order to find the best phase estimate based on the data, we would need to multiply together
the probability distributions for the phase from each of the samples. Similarly to the case for
the individual samples, the optimal phase estimate would then be given by %arg <e2i¢>, where
the average is based on that distribution. The problem with this method is that it is extremely
computationally intensive. For the example given, we would need to multiply together 1024 sums,
each with 3200 terms, resulting in a total of more than 3.2 million terms.

I have also considered phase measurements using two other measurement schemes. The first is a
non-adaptive phase measurement introduced in Ref. [54] and defined by

mm
D, =Py + N (6.57)
This is analogous to heterodyne detection [34] on a single mode, in that the phase ® equally weights
all relevant values over the course of the measurement. The second scheme is a simple adaptive
feedback scheme using a running estimate of the phase:

®,, = arg ('?)

m—1 m—3
J———=%— 2
=arg Y > umr k- (6.58)
. m—1 m—1
p=—jt T k==

This is motivated by the relative success of the analogous simple feedback scheme [34] for phase
measurement of a single mode. The difference here is that there is no 7/2 term. For interferometry,
small phase uncertainties are obtained when the phase difference between the arms is close to zero
[38, 39, 40], rather than /2. As mentioned in the previous chapter, the reason for this difference is
that a different scattering matrix for the beam splitters has been assumed for interferometry than
for dyne measurements.
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Figure 6.7: The exact phase variance for |jj), input states under two different measurement schemes
as a ratio to the canonical phase variance. The results for the adaptive measurement scheme of
Sec. 6.3 are shown as the continuous line, and the non-adaptive measurement scheme of Eq. (6.57)
as the dotted line.

The results of using these two measurement schemes, as well as the adaptive measurement scheme
of Sec. 6.3, on the optimal input states, are shown in Fig. 6.6. The non-adaptive measurement scheme
is far inferior to the adaptive measurement scheme of Sec. 6.3, and the variance scales as N ~!. The
simple adaptive feedback scheme also gives poor results. Although most of the phase results for this
feedback scheme have small error, there are a small number of results with very large error. This
also means that the results shown in Fig. 6.6 are fairly erratic, as the results for which a large error
sample was obtained have much larger phase variance.

I also considered the non-adaptive measurement scheme on the state with all photons in one
port. The exact results for that case for IV up to 30 are shown in Fig. 6.7. The phase variance is
not much more than the canonical phase variance, about 20% more for N = 30 and still decreasing.
This demonstrates that for this state there is relatively little improvement in using a more advanced
feedback scheme for larger photon numbers. The biggest improvement is a reduction in the variance
of about 24% for N = 3.

6.7 Optimal Feedback

The next question is whether the adaptive measurement technique described above is optimal. Note
firstly that the initial feedback phase has no effect, because it is effectively averaged over by averaging
over the system phase. Secondly the last feedback phase is always optimal, as was noted above. This
means that for states with 1 or 2 photons the measurement technique must be optimal. In fact, for
the states considered here the phase variance was equal to the canonical phase variance for 1 or 2
photons.

To see if the phase variance was equal to canonical for arbitrary states, the complete range of
possible states was considered. For 1 photon the state can be expressed as

1/2

) = > Pul1/2, 1)y (6.59)

pn=-—1/2
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Figure 6.8: The value of |(e’?)| for a 1 photon input state as a function of ¥1/5. The canonical
variance is shown as the continuous line and the value for the measurements is shown as the dotted
line (these lines overlap).

There are therefore two coefficients, 111 /2, which can in general take complex values. The magnitude
and phase of these coefficients give four real numbers that can be varied for these states. There is
the restriction, however, that the states must be normalised, which removes one degree of freedom.

Also the absolute phase of the coefficients is irrelevant. That is, changing the phase of both
coefficients 141 /o by the same amount gives an equivalent state. In addition, the relative phases of
Y412 are irrelevant. This is because adding a phase difference between the coefficients simply gives
an equivalent input state with a phase shift. These considerations mean that only real 1+, /o need
be considered, and there is therefore only one degree of freedom.

The value of 9y /5 was varied in 10000 steps from 0 to 1 (see Fig. 6.8), and it was found that the
phase variance obtained was identical to the canonical phase variance for the entire range. Note that
this case is independent of the feedback scheme, as there is only the initial feedback phase, which
has no effect. This means that the variance is the same as the canonical variance, regardless of the
input state or feedback scheme.

For the case of 2 photons the state has three coefficients. Taking account of the magnitude and
phase this gives 6 real numbers that can be varied. The same considerations as for the 1 photon
case apply, leaving only 3 degrees of freedom. We can vary the magnitude of two of the coefficients
independently, and the phase of one.

The magnitudes of ¥_1 and 7 and the phase of ¥y were varied over the complete range with
100 steps in each of the variables, and it was found that the phase variance obtained was identical
to the canonical phase variance. This demonstrates that the phase variance is as good as canonical
for 2 photons, independent of the input state. This case is not independent of the feedback scheme,
and if any other feedback phase is used the feedback is not quite as good as canonical. These results
were also obtained when the states were selected completely at random.

For the case of optimal input states with 3 or 4 photons, it was found that it is not possible to
decrease the variance by altering the intermediate feedback slightly, so showing that the feedback
technique is locally optimal for the phase variance. For more than 4 photons it is possible to reduce
the phase variance by varying the intermediate feedback phases, and so the feedback is not optimal.

In order to show that the feedback is globally optimal for 3 or 4 photons, it is necessary to test
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Figure 6.9: The phase variance for the 3 photon optimum input state as a function of the second
feedback phase. The phase given here is relative to the second feedback phase given by the feedback
scheme of Sec. 6.3. The other feedback phases are as given by this feedback scheme.

the entire phase range. Only optimal input states will be considered here, and the more general
case will be considered later. There are three factors that reduce the number of phases that need
be varied. The first two are as noted above: the first feedback phase has no effect (and so may be
ignored), and the last feedback phase is always optimal (and so need not be varied). The third is
that the contribution to the phase variance for a sequence of detections is independent of the first
detection result. This is because changing the first feedback phase by 7 reverses the significance of
the first detection results, and the first feedback phase is arbitrary.

The consequence of these three factors is that for 3 photons the variation of only one feedback
phase needs to be considered, and for 4 photons the variation of three feedback phases needs to be
considered. The phase variance for the 3 photon case as the second feedback phase is varied from its
value for the feedback technique of Sec. 6.3 is shown in Fig. 6.9. This figure shows that this feedback
technique is globally optimal for 3 photons. Since the phase variance is above the canonical phase
variance in this case, this demonstrates that it is not possible to perform canonical measurements
using photodetection and feedback alone. For 4 photons the second feedback phase and two third
feedback phases must be varied. This case was tested with 100 steps in each of the three variables,
and it was found that the feedback technique is globally optimal in this case also.

In order to see how far the phase variance could be improved for photon numbers above 4, the
feedback phases were optimised using function minimisation techniques, and the results are shown
in Fig. 6.10. Unfortunately the number of feedback phases increases exponentially with the photon
number, making this technique infeasible very rapidly, and therefore only results up to N = 12 are
shown. As can be seen, this optimisation only gives minor improvements in the phase variance, with
the maximum reduction in the phase variance being about 3.5%.

Note that the input states used here give minimum canonical phase variance, but as the phase
variances obtained for these feedback schemes differ from the canonical phase variance (above 2 pho-
tons), these input states are not necessarily optimum for these measurements. Therefore numerical
optimisations were performed where both the input state and the feedback were optimised for, and
the results are also shown in Fig. 6.10.

It was found that the phase variance was reduced below the results where only the feedback was



156 CHAPTER 6. OPTIMUM ADAPTIVE INTERFEROMETRY

1.3f . ox
0 < o
21.25¢ . o ¢
£ « ° 7
9 @
3 1.2t s e 8
C
8
©1.15¢ 8
3 ®
®
=
S 117 8
o
o
T
=1.05+ ® :
1 @ ® Il Il Il Il Il
0 2 4 6 8 10 12
N

Figure 6.10: The phase variance for the feedback scheme of Sec. 6.3 and two numerically optimised
feedback schemes as ratios to the minimum intrinsic phase variance. The variance for the feedback
scheme of Sec. 6.3 is shown as the crosses, the case where the feedback alone is numerically optimised
is shown as circles, and the case where both the state and the feedback are numerically optimised is
shown as pluses.

optimised for, even for the case with 3 photons. In the case with 3 photons, the improvement is only
about 0.0005%, which is not visible on the graph. The improvements for the larger photon numbers
are slightly larger, almost 1% for the largest photon number calculations have been performed for.
These improvements are still very minor, and much less than the improvements obtained by solving
for the feedback.

For 3 or 4 photons it was found that the feedback scheme of Sec. 6.3 is still optimum for the
numerically optimised states. For more general states, however, this is not the case. For example,
for the 3 photon state given by

1

V3

the variation of the phase variance with the second feedback phase is as given in Fig. 6.11. The
phase variance here is much smaller when the feedback phase is altered by 7. In fact, the variance
is a maximum when this feedback phase is at the value given by the feedback scheme of Sec. 6.3.
Not only this, but the variance is less than the canonical variance for the entire range.

This is a strange result, as we would normally expect that it is impossible for the phase variance
for the measurements to be smaller than the canonical phase variance. To understand the reason
for this, consider the expression for <ei¢>. From Eq. (1.52) of the introduction, for measurements of
a single mode we have

%) (13/2,=3/2)= +13/2,1/2). +13/2,3/2)..), (6.60)

() = "(Wln)(n + L) Hp pir. (6.61)

n=0
The corresponding expression for interferometric measurements is

j—1

() = " (@liuy (o g+ L) Hpppur (6.62)

p==7j
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Figure 6.11: The phase variance for the 3 photon input state of Eq. (6.60) as a function of the second
feedback phase. The phase given here is relative to the second feedback phase given by the feedback
scheme of Sec. 6.3. The other feedback phases are as given by this feedback scheme. The continuous
line is the canonical phase variance, and the dotted line is the variance for the measurements.

For canonical measurements all of the H, ,,1 are equal to one. We would normally expect that
any smaller value of H, ;1 would lead to a smaller value of |<ei¢>| (and a larger Holevo phase
variance). This is not necessarily the case, however. For example, if all the values of ,(ju|y) are
positive except for one negative value for p = pq, then (¥|ju1), (j1, 1 + 1]¢) will be negative. In
that case, it is obvious that a smaller value of H,, ,, 4+1 will lead to a smaller variance.

In general, the POM with H,,,, = 1 gives the smallest variance only for states where the phases

of , (jult) vary as

arg y (julY) = pp + do. (6.63)
As is discussed in Ref. [19], if the phases of ,(ju|1) have some more arbitrary variation
arg y (jplv) = by, (6.64)

then the optimum POM (for the error in the phase) is given by

1 g i(p—v : . i —

F(@)=5- > T ) (et e, (6.65)
my=—j

I will call this the corrected canonical POM, to avoid confusion with the optimum measurements

based on feedback. With this POM we find

() = 3 [(Wliny (G + 1) (6.66)

p==j

Using this expression, the variance for the state of Eq. (6.60) is approximately 0.6863, which is much
smaller than the variance for the measurements. This is possible because, although the . (ju|¢) are
positive, the ,(ju|y) are complex.
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For most of the states considered in this study, the phases of , (ju|t) vary linearly as in Eq. (6.63),
so using the corrected canonical POM does not change the results. The only exceptions [apart from
the state of Eq. (6.60)] are:

1. The state (|50). + |j1).)/v/2. This has a slightly smaller variance for corrected canonical mea-
surements than for the usual canonical measurements. The results are not qualitatively changed,
however, as the phase variance still remains on the order of 1 for very large photon numbers, due to
the large peak at +m. This state is therefore still too poor to be useful.

2. Arbitrary 2 photon states. For any 2 photon state where the phases of ,(jult) do not vary
linearly, although the feedback scheme of Sec. 6.3 gives a variance equal to the canonical variance, it
does not give a variance as small as that for corrected canonical measurements. For other 2 photon
states and for 1 photon states there is no change.



Chapter 7

Continuous Phase Measurements

Now I will consider the case of continuous adaptive measurements, where we are continuously mea-
suring a phase that is varying. This case is closer to what is usually done in practice, where rather
than measuring a single, fixed phase of a pulse, a signal is transmitted in the varying phase of a
continuous beam, and we wish to measure that varying phase.

7.1 Continuous Dyne Measurements on Coherent States

Firstly I will consider the case of continuous measurements on a single mode field. For this case it
is simplest to consider coherent states. For continuous coherent states, the coherent amplitude «
has a constant magnitude, but varying phase. As in the single-shot case, a quadrature of the field is
measured by combining the mode to be measured with a large amplitude local oscillator field that
is treated classically. The two fields at the two output ports of the beam splitter are given by

bi(t) = % (a£), (7.1)

where a is the operator for the mode to be measured and ~ is the amplitude of the local oscillator
field. The instantaneous rate of photodetection at each photodetector is

(BL@pe() = 5 (o £77) (a 7))

(Iaf* + [v[* = 2Re (")) - (7.2)

| = DN =

2

The signal of interest is the difference between the two photocurrents at the two detectors. The
number of photocounts at each of the detectors in the time interval [t,¢ 4+ §t) will be denoted by
0N (t). I will use the usual definition of the signal photocurrent

SN, () — SN_(t)

1) = 6ltiI—>n0 |'yl|igloo ||t (7.3)
The expectation values of the increments 6 N (¢) in the infinitesimal limit are
(AN=(1)) = (BL (0= (1)) dt
(dNZ(t)) = (dNx (D). (7.4)
For large ||, dN4(t) can be approximated by the Gaussian increments 6W (¢):
INL(t) = K10t + /oW (1), (7.5)
where 1
R =g (Jof® + [7]* £ 2Re (a")) . (7.6)

159
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Using this in the definition of the photocurrent (7.3) gives

I(t) = lim lim ON4(t) — ON_(t)
§t—0 |y|—o0 |y|ot

2Re (ae™®®) 5t + % (OW4(t) — SW_(1))

B 6ltim0 ot
= 2Re <a67i¢(t)) + %t(t)? (7.7)

where ®(t) is the phase of 4. The result is therefore
I(t)dt = 2Re (ae—@“)) dt + dW (t). (7.8)

This is identical to the result in the case of single-shot measurements, except in this case the time
is not scaled to the unit interval.
In making adaptive phase measurements the phase of the local oscillator is usually taken to be

O(t) = p(t) + 7/2, (7.9)

where ¢(t) is some estimate of the system phase ¢(t). The only case where the feedback phase is not
based on this (for dyne measurements) is for the corrections to the close-to-optimal measurements
considered in Ch. 3. With this, the signal becomes

I(t)dt = 2 |asin (p(t) — G(t)) dt + dW (). (7.10)

7.1.1 Linear Approximation

Provided that the estimated system phase is sufficiently close to the actual system phase, we can
make the linear approximation

I(t)dt = 2|a| (p(t) — G(t)) dt + dW (t). (7.11)

Rearranging this equation gives

2| G(6)dt + T(1)dt = 2|a] (t)dt + dW (1)
R I(t) dW (t)
o(t) + 2ol ~ o(t) + 2aldt’ (7.12)
which gives
(00 + 51 ) = ol0 (7.13)

Therefore, under the linear approximation, each data point I(¢) can be used to obtain an independent
estimate of the phase.

Now I will denote the best phase estimate based on all the data up to time ¢ by ©(t). I will also
denote the best phase estimate based on the data in the infinitesimal time interval [¢, ¢+ dt) by 6(t).
Note that these are the best phase estimates, in contrast to the phase estimate used in the feedback
&(t). The phase estimates 0(t) are given by

01) = p(1) + 2 (7.14)
which has the expectation value ¢(t) and the variance

((600) - o(0)?*) = <(§V£|(f}t)>

1
= —. 7.15
4o dt (7.15)
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Here the simple definition of the variance has been used, rather than the Holevo phase variance,
because we are using the linear approximation.

If we were considering a measurement over the time interval [0, 1], during which there are 7 = |a|?
photons from the signal mode, then we would be effectively averaging over 1/dt estimates of the
phase, each with a variance given by Eq. (7.15). As usual with averages, the variance in the mean is
the variance of each data point divided by the number of data points. This means that the variance

in the final phase estimate is
1 / (4 laf? dt) )

1/dt Aol

- (7.16)

which is the standard result for a coherent state under adaptive phase measurements.

In this case we want to consider a measurement that is continued indefinitely. If the system
phase is not varied, then the variance in the phase estimate will just go down indefinitely. In that
case, however, no information is transmitted beyond a single real number. What we wish to do is
vary the system phase in order to transmit information, as is the case for FM radio.

Next is the question of how the system phase () will be varied. The simplest way of varying the
system phase is to vary it stochastically via Wiener increments. I will therefore take the variation
in the system phase to be

ot +dt) = p(t) + kdW'(t). (7.17)

This Wiener increment is independent from that used previously for the photocurrent, as indicated
by the prime.

It is clear that the most recent data will be least affected by the variation in the system phase,
and the data from further and further back will be less and less accurate. To quantify this, note
that when the current system phase ¢(t) is used as a reference, the variance in the system phase at
some previous time ¢’ is x%(t —t'). As the phase estimate 0(¢') based on the time interval [t/, ¢ + dt)
is an estimate of the system phase at time t’, when it is considered relative to the current system
phase its variance will be increased by k?(t — t'). Therefore the total variance in each individual

phase estimate 6(t') is
1

— 4R —1). 7.18

In order to determine the current best phase estimate ©(t), we would like to form a weighted
average of each of the individual phase estimates 0(¢'). If this is done in the usual way for weighted
averages, using the variance given by (7.18), the results obtained are ridiculous, as the contribution
to the variance from the variation in the system phase is infinitesimal as compared to the quantum
noise. The problem is that the variation in the system phase makes the error in the phase estimates
O(t') correlated, so the contribution from the variation in the system phase is infinitesimal over
infinitesimal time intervals, but becomes significant over finite time intervals. This means that the
usual method of performing weighted averages will not work.

As an alternative approach, we can consider just the weighting of the latest phase estimate 6(t)
as compared to the phase estimate from all the previous data ©(t). In this case 6(¢) has no variance
from the variation in the system phase, and so it is uncorrelated with the previous phase estimate
and we can use a weighted average in the usual way.

The equilibrium value of the variance of ©(t), with all the individual phase estimates correctly
weighted, will be denoted by A©2. After a time dt the phase variance of ©(t) with respect to the
new system phase (¢ + dt), i.e.

(@) = et +dt)*). (7.19)

will be AG2 + k2dt. The variance in the phase estimate from the latest time interval, 6(t), will be
given by Eq. (7.15). If we take a weighted average of ©(t) and 6(¢), then the contributions from
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each of the phase estimates from the individual time intervals should be correctly weighted, and the
variance in the weighted average should be the equilibrium value, A©2. This implies that

1 1

Y gaPar= L 2
Aoz ¢ zqr Tl At = K (7.20)

This expression can be used to determine the equilibrium value of the phase variance. Solving for

AB? gives
K

" 2al’

Thus we find that for continuous measurements the phase variance scales as 1/|a| rather than 1/|c|?.
Showing explicitly how the weighted average is performed,

(4 laf? dt) 0(t) + xgrrmz O(1)

A2 (7.21)

O(t+dt) = INCE (7.22)
Simplifying this gives
O(t+dt)=(2|alkdt)0(t)+ (1 —2|a|xdt)O(t). (7.23)
In terms of the increment in the phase estimate this is
dO(t) + (2|a| kdt) © (t) = (2|«a| kdt) O(1). (7.24)
Solving this we find that
dO(t)e?1IFt 1 (2 |a| kdt) O(t)elI"t = (2| k dt) O(t)e?loInt
a(O(t)e™) = (2]al k) (t)e2 I at
t
o(t) = 2|alx / O(s)e?lelrs=t) g, (7.25)
Therefore this method corresponds to a simple negative exponential scaling of the weighting.
We can also consider a more general negative exponential scaling given by
t
o(t) = x / 0(s)eXCds. (7.26)

— 00

Note that with this more general scaling, ©(t) is no longer necessarily the best phase estimate. For
most of the remainder of this chapter, ©(¢) will be used in this more general sense, rather than as
specifically the best phase estimate. The best phase estimate will be found by finding the optimum
value of y. Taking the derivative of this expression with respect to time gives

d (O(t)eX") = x0(t)eX'dt
do(t) = xdt (0(t) — O(t))
O(t + dt) = xdt(t) + (1 — xdt) O(t). (7.27)

This means that this method is again a weighted average, except with a weighting that is not
optimum. If we find the variance of both sides of this equation we obtain

var (O(t + dt)) = (xdt)* var (0(t)) + (1 — xdt)” var (O(t))

2
A®? = (ng) + (1 — 2xdt) (AO? + Kk?dt)
4|a|” dt
x2dt
AG? = + AO? + K2dt — 2xdtAB?. (7.28)

4]al”
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Solving for AG? gives

X K2

AO? = 2 4+ —.
8la)>  2x

(7.29)

The optimum value of x can be verified from this equation. Taking the derivative with respect to x
gives

0 1 K2
—(AO?) = — — . 7.30
For the variance to be minimised this must be zero, so
I K2
8lal*  2x?
X = 2|a| k. (7.31)

This is the exponential constant which was found directly. Substituting this value of x into the
expression for the variance gives

2|alk K?
AO* =
8la)>  4lalw
K

which is the result found for the phase variance in Eq. (7.21).

7.1.2 Exact Case

The results of the previous section are all using the linear approximation (7.11). Although this
approximation is very useful for obtaining the asymptotic value of the variance, it does not directly
tell us what to do in the exact case. In the exact case for single-shot measurements (see Sec. 1.5),
rather than forming independent phase estimates from each time interval dt and then averaging
them, we determine A, and B,, and the phase estimate is given by

O(v) = arg (vA, + B,A}) . (7.33)

Therefore the average phase estimate with exponential weighting does not make much sense in this
case. In addition the intermediate phase estimate must be considered. An alternative approach is to
use an exponential weighting in determining A, and B,, and then use these to determine the phase
estimate. Specifically, I will replace the definitions of A, and B,,

v

A, = /ei‘bI(u)du
0

— / e du, (7.34)

&
I

by

B, = — / eX(=t) 2 gy, (7.35)
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Then arg A; can still be used as the intermediate phase estimate. I will not consider any better
intermediate phase estimates here, as these only give very small improvements over the mark II case
for coherent states. To find a phase estimate to use for ©(t), we can use a similar approach to that
used in Ref. [35]. If the system phase is constant, then we find

¢
Ay = /eX(“*t)ei‘bI(u)du

— 00

t

= / eX(u=t)gi® [(ce™™® + a*e™®) du + dW (u)]

¢ ¢ ¢
=« / XDy, + o / XD 2% gy 4 / XD ® qU (1)
= g — OL*Bt + iO’t. (736)
X
where
¢
or = / Xm0 U P=7/2) g7 (uy). (7.37)

— 00

This result is analogous to the result (1.77) for the case of single-shot measurements, except with v
replaced with 1/x. Note that from this derivation it naturally emerges that we should use the same
exponential scaling for B; as for A;. From Eq. (7.36) it can be shown that

1
At + XBtA: =« <; — X |Bt|2> + th — ZXBtO';k (738)

This means that

1
i xBiat) ~a (§ - xIBE). (7.39)

Similarly to the single-shot case this is not necessarily exact if the local oscillator phase is dependent
on the measurement record, but it should still be approximately true. Therefore the phase estimate
that will be used here is

O(t) = arg(As + xB:A7). (7.40)
Note that the factor of x makes sense, as the time over which the data is used is effectively 1/x.
Similarly to the single-shot case, I will define the variable C; = A; + xB: A}, so O(t) = arg Cy. The
above derivation is not exact if the system phase is not constant; however, arg C; should still be a
good estimator for the phase.

A differential equation for the feedback phase can be determined in a similar way as in Ref. [35].
Using Eq. (7.35), we can determine the increment in Ay:

t
XA, = / eXUe'® I (u) du
d(eX'Ay) = eX'e'®I(t)dt
dA; = e I(t)dt — xAqdt. (7.41)

Taking the local oscillator phase to be

O(t) = arg As + T

> (7.42)
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as in the case of mark II measurements, we find that

t

So the magnitude of A; varies as

d|Ai* = A} (dAy) + (dA]) Ay + (dA]) (dAy)

A A
= Af <iM%I(t)dt - XAtdt> + (—2’ ‘At|l(t)dt - XA:dt) Ay + dt
t t

_ (1 ~ 2y \Atﬁ) dt. (7.44)

This demonstrates that, rather than increasing linearly as in the standard case, |A;| increases up to

an equilibrium value given by

1
AP = —. 7.45
| Al o (7.45)

Using this result, the increment in the feedback phase is

d®(t) = Im[d1n A,

2

=Im d—At — (d4,)

A, 242

- A, A

A, 242
It
| Ay

= /2xI(t)dt. (7.46)

Therefore the feedback for this case is actually much simpler than for the single-shot case. The
feedback phase just changes linearly with the signal, and there is no /¢ scaling as there is in the
standard case.

Using this result gives the stochastic differential equation for the phase estimate @(t) as

da(t) = v/2x[I(t)dt]
= V2x [2af sin(p(t) — p(t))dt +dW(t)]. (7.47)

Unlike the standard case, no change of variables is required, as there is no factor of /t. Making a
linear approximation gives

dp(t) = V2x 2 |a] (p(t) — §(1))dt + dW (2)] . (7.48)
Rearranging this gives

dp(t) +2|af \/2x@()dt = 2|l /2xp(t)dt + \/2xdW (1)
a[eVBp(1)] = 2V (2] \/axp(t)dt + /2xdW (1))

Integrating then gives the solution as

4 = VEX [ VIO o] pludu -+ W (w). (7.49)
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If the phase is measured relative to the current system phase, then

t

o(u) = *Ii/dWI(S). (7.50)

u
Using this, the solution for the phase estimate is

t

@(t):\/ﬂ/emalm(u—ﬂ dW(u)—2|a|n/dW'(s)du . (7.51)

u

The variance in this phase estimate will be

t t t t
0) 2><< [ du [ dweervmesaggap 2 [ f dW’<52>dW/<sl>>

Ul u2

t t
+2x< / / e2a'm<“1+“2—2f>dW(u2)dW(ul)>

—00 —0O0

t t t t
:8x|a\2n2/du1/du262|a‘mw1+“272t) / ds+2x/e4|a|m<u*t)du

—00 max(u,uz) —00

t w1 ‘
:8X|04\2/€2/du1 duzema‘m(ul-‘ﬂm—%)/ds

—o0 —o0 Uy
t ¢ ¢ t
e4|a|\/2x(u—t)
+8x |a|? K2 / dul/duQeQ‘alsz(“ﬁ“"‘_%)/ds—|—2x _
4lal~/2
e J ol v2x |

t Uy
=8x|a\2ﬂ2/du1/tea‘\/R(“ﬁ“TQt)(t—ul)dug

—0o0

t t
V2

+8x |0z|2 K2 / duy /ez‘alm“‘ﬁ“rm (t — ug)dus + 74| )T

@

U1

U1

t
V2
16x|a|2/€2/du1/emalmmﬁurm(t—ul)du2+—X

4laf

—0o0

t
2 2
_ 16xla["x MOV =0 (¢ g + V2x
2]afv2x .

4ol
16y |of® k2 V2x
2
2ol v2X (4]al v2X) 4|al
K2 n V2x
dlolv2x 4ol

This result for the variance of the intermediate phase estimate is quite different from that for the
variance of O(t) given in Eq. (7.29). Of particular interest is the fact that the contribution due to
the variation in the system phase is not simply x2/(2x), as is usually the case.

At first it would seem that the method used to find the mark IT phase variance in [35] would be
applicable here also. It turns out that this method is not useable, because when the system phase

(7.52)
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varies it is not possible to separate the different terms as in Eq. (7.36). A more promising way is to
use a method similar to that in Eq. (7.52). The phase estimate can be simplified to

O(t) = arg (A; + xB: A7)
arg A; + arg (1 + xBr A} /A)
H(t) + arg (1 + Xe_2i¢’(t)Bt> . (7.53)

Expressing B, as an integral gives
t
O(t) = ¢(t) + arg [ 1+ ye 2¥® / eX(u=0) 210w gy | (7.54)

Expanding the exponentials to first order we get
t
Ot) ~ G(t) + arg | 1+ x (1 — 2ip(1)) / X0 (14 2i(u)) du

— 00

t
= p(t) +arg |1+ (1 —2ip(t)) [ 1+ 2ix / X o () du

— 00

t
~ p(t) +arg | 2 — 2ip(t) + 2ix / XU o () du

— 00

t
= (t) +arg [ 1 —ip(t) +ix / XD 3 (w) du

— 00

~ B(t) — (1) + X / X0 5 01)

—x [ etueau (7.55)

— 00

This demonstrates that the mark Il phase estimate is approximately a weighted average of the
intermediate phase estimates, just as in the standard case it is approximately a normal average.
Note also the similarity of this result to the result for the linear case (7.26). Unfortunately the
simple technique used in the linear case cannot be applied here. The problem here is that the phase
estimates ¢(t) are based on the previous data, not just on the data from the infinitesimal time
interval [t, ¢+ dt). This means that ¢(t) is not independent of ©(t), and we therefore cannot use the
simple techniques based on weighted averages.
Using the result (7.51) for the intermediate phase estimate gives

t v t
Ot) ~ /2x3 / eX(v=t) / eAlalV=) gy (u) — 2]al K / dW'(s)du | | dv. (7.56)

Note that the integral for the system phase variation is taken up to time ¢, rather than the time
of the intermediate phase estimate. This is because the phase is measured relative to the current
system phase, rather than the system phase at the time of that intermediate phase estimate.

In order to determine the variance, we need to evaluate

t t vy v
<@2(t)>:2x3</ dvy /dvgeX(”1+“2_2t) / dW (uq) / dW(ug)ezla‘/ﬁ(“1+“2_”1_”2)>
oo

— 00 —00 —00
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t

/dW’(52)> .

t t V1 Vo t
+8y? |04|2 K2 < /dm /dvge’((”ﬁ”rm /du1 /du2€2|a\\/2ix(u1+urvrv2) /dW'(sl)
—o0 —oo —oo ul

de o} u
(7.57)
This is a lengthy calculation, and is performed in Appendix A.4. The result found is
(0%(1)) ~ —X + g (7.58)
8| 2x

This is exactly the same result as for the simplified linear case (7.29), and the minimum phase

variance is
K

(O%(t)), .~ 2al (7.59)

for
X = 2|al k. (7.60)

7.2 Continuous Heterodyne Measurements

In order to determine how much of an improvement feedback gives for continuous measurements, I
will compare it with the case of continuous heterodyne measurements. For heterodyne measurements
on a pulsed coherent state, the introduced phase variance is equal to the intrinsic phase variance.
This indicates that the first term in Eq. (7.58) should be double for the heterodyne case, so the
phase variance is

K2

X
0% (t))  —L— + —. 7.61
(OO~ g+ 5 (7.61)
This can be shown more rigorously using a similar technique to that used in [35]. Expanding A,
gives

t
A = /eX(“_t)ei@(“)I(u)du

—0o0
t

= / eX(u=t) gid(w) [(ce™™® + a*e™®) du + dW (u)]

— 00

t t t
— |a| / X0 ¢i9(w) gy, 4 o / X(u—t) 20 () ip(u) gy, | / eX(=0) () g (4. (7.62)

— 00 — 00

For the heterodyne case, the local oscillator phase ®(¢) varies very rapidly, so the second term above
will be very small. This means that A; simplifies to

¢
A = |a / Xt (W) gy, g, (7.63)

Since B, is negligible, the phase estimate ©(t) simplifies to
O(t) = arg A,. (7.64)

As above, the phase will be measured relative to the current system phase. In the limit of small
phase variance, the system phase does not vary significantly during the time 1/x, so we can take
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the linear approximation, giving

Ay =~ |af / XD (1 4 ip(u))du + ioy

— 00

t
= %| +i]al / XD o(u)du + oy (7.65)

Using this the phase estimate is

¢
O(t) = Im [log [ — +i|a] / XD () du + ioy

r ¢
= Im |log 1—|—ix/eX(“*t)go(u)du+iXJt/|a|

— 00

t
~ Im ix/eX(“_t)go(u)du—i—iXUt/\M . (7.66)

— 00

In the last line the linear approximation has again been used. Further evaluating this gives

t
o) = x / XD () du + —2Ta| (01 +07)

t t

. / XD / dW’(s)+ﬁ(at+af). (7.67)

— 00 u

The variance is therefore

t

2
(0%(t)) = K*x </ duy /duQeX(“1+“2 Qt)/dW’(sl)/dW’( )>+ﬁ<(ot+a;‘)2>. (7.68)

— 00 Ul (%)

The first term here can be evaluated to give

¢ ¢ ¢ ¢
</du1 / dugeX(“1+“2Zt)/dW'(sl)/dW’($2)>

t
d32e)((31+62 2t) / du

max(sl $2)

81/
s1 / d826X(51+82 2t)/du+ / d81/d326X s1+s2— 2t)/du
J

t
/d
t
/d
t t

dSQ@X(Sl+S2_2t)(t —s1)+ / dsy /dSQ@X(Sl+52_2t) (t—s2)

—o00 s1

t

:/ds

t S1
=2 / ds1 / dsqpeX(s1F52=21) (t—s1)
—0o0 oo
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t
2
= = / dsy X170 (1 — 1)
X*
1
=28 (7.69)
In addition, it is easy to show that

t
<0‘t2> = — / e2x(u=t) 2i®(u) g, (7.70)

—00

Note that <at2> = B, so these variables are not completely analogous to those defined in the single-
shot case. Nevertheless, as ® is rotating rapidly in the heterodyne case, we should still find that
(07) ~ 0. Similarly, evaluating ( o |?) gives

t
(o) = [
t

= /er(“ft)du
1

eX(urtuz=28) i (@ () =S (w2)) g7 (141 ) dW (us)

= —, 71
> (771)
Using these results, as well as Eq. (7.69), the variance is
42 2 )
O3(t :—+—<2+20 +o*2>
< ( )> 2 4‘042 t ‘ t| t
K> X
=—+——=. 7.72
2X 4 ‘Oé|2 ( )
This shows that Eq. (7.61) is correct. Taking the derivative of Eq. (7.61) gives
0 1 K2
—(O°(t)) = —% — . 7.73
5y (') = 1 5 (7.73)
Therefore the variance is minimised by
X =V2k|al, (7.74)
and the minimum variance is
K
% t)) . = ——. (7.75)
< >m1n \/Q |a|

The minimum phase variance is therefore v/2 times the minimum phase variance for the adaptive
case.

7.3 Results for Continuous Dyne Measurements
In order to verify these approximate analytic results, the equilibrium phase variance was determined

numerically for a variety of parameters. Although it at first appears that there are three parameters
that should be varied, |a|, x and Yy, these parameters are not completely independent, and we need
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only consider variation in two parameters. To see this, consider the equations for this system:

I(t)dt = 2|a|sin (p(t) — ¢(t)) dt + dW (¢)
o(t+dt) = p(t) + kdW'(t)

t
Ay = /eX(“_t)ei‘I’I(u)du

— 0o

t
By = — / ex(u—t)eQiq)du

— 00

O(t) = arg(A; + xB:Ay). (7.76)
Consider a change in the time variable
t=t/\% (7.77)
For this change in the time variable, the variables I(t), A; and B; should be scaled to
I'(t") = M (1)
Ay = Ay /X
1, = By /)2 (7.78)

This can be done because these are merely intermediate variables. With these substitutions the
equations become

I'(t)dt" = 2X\|alsin (') — @¢(t')) dt’ + dW (t')
ot +dt")y = @(t") + AedW'(t")

/ e)‘ZX(uft,)eiq’I’(u)du

!/
t

tl
2/ —_ / 6)\2x(u7t')e2i<1>du
O(t') = arg(A}, + N2 xBj AL"). (7.79)

This time scaling is therefore equivalent to making the substitutions

la| = Alef
K — MR

Y — Ay (7.80)

If A =1/ |al, then || is replaced in the equations with 1, & is replaced with k/ ||, and x is replaced
with x/|a|®. This means that the results depend only on the ratios x/|a| and x/|a|®. If the
individual values of k, |a| and x are varied while keeping these ratios the same, then the results will
not change. It is therefore convenient to define the variables

X = & (7.82)

Note that these variables are equal to the values of k and x if |a| is equal to 1. In terms of these
variables, the minimum phase variance for adaptive measurements is K/2, and the optimum value
of X is 2K.
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Figure 7.1: The phase variance for continuous adaptive measurements for X = 2K. The numerical
results are shown as crosses and the approximate analytic relation K/2 is shown as the continuous
line.

The value of K was varied from 1 down to 2 x 10712, For each value of K, X was varied from a
quarter to four times its optimum value of 2K. The time steps used were

1
103X

At (7.83)

For these calculations 1024 simultaneous integrations were performed and the variance was sampled
repeatedly. The integrations were taken up to time 10/X, in order for the variance to reach its
equilibrium value, then the variance was sampled at time intervals of 1/X up until time 100/X.

The results for X = 2K are plotted in Fig. 7.1. The variances for K = 1 to 5 x 10~7 are the
Holevo variances, and for below 5 x 10~7 are the standard variances. As can be seen, the results are
very close to the analytic expression. To show the improvement over heterodyne measurements, the
ratio of the minimum phase variance for adaptive measurements to the minimum phase variance for
heterodyne measurements (with X = v/2K) is plotted in Fig. 7.2. The ratio is close to 1 for large K,
but for smaller K the ratio gets closer and closer to 1/ V2.

In order to see the differences from the analytic expression more clearly, the ratios of the variances
to the analytic values for adaptive and heterodyne measurements are plotted in Fig. 7.3. As can
be seen the phase variances do differ significantly from the analytic values for large K, but the
agreement is extremely good for small K. This can be expected, because the approximations made
are for the limit of large |«|, which is equivalent to small K. Also the agreement at large K is slightly
better for heterodyne measurements than for adaptive measurements.

Alternatively we can plot the phase variance as a function of X for fixed K. In Fig. 7.4 I have shown
the phase variance as a function of X for K = 0.001 for adaptive and heterodyne measurements. The
numerical results agree reasonably closely with the analytic values, although there is a noticeable
difference for adaptive measurements for the larger values of X. Note that the minimum phase
variance for adaptive measurements is at X = 2K, and the minimum phase variance for heterodyne
measurements is larger and at a smaller value of X. When the value of K is reduced further, as in
Fig. 7.5, the numerical results agree even more closely with the analytic values.
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Figure 7.2: The ratio of the minimum phase variance for continuous adaptive measurements to the
minimum phase variance for continuous heterodyne phase measurements.
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Figure 7.3: The ratio between the numerically obtained phase variance and the analytic expression
K /2 for adaptive measurements (continuous line), and K/+/2 for heterodyne measurements (dotted
line).
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Figure 7.4: The phase variance as a function of X for K = 0.001. The numerical results for adaptive
and heterodyne measurements are shown as the crosses and pluses respectively and the approximate
analytic results for adaptive and heterodyne measurements are shown as the continuous line and
dotted line respectively.
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Figure 7.5: The phase variance as a function of X for K = 1072, The numerical results for adaptive
and heterodyne measurements are shown as the crosses and pluses respectively and the approximate
analytic results for adaptive and heterodyne measurements are shown as the continuous line and
dotted line respectively.
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7.4 Continuous Squeezed State Measurements

It is also possible to consider dyne measurements on continuous squeezed states. At first it appears
that it does not make sense to consider squeezed states in the continuous case. This is because, in
the single-shot case, the reduced variance is due to the back-action of the measurement on the state.
The photocurrent is given by

I(t)dt = 2Re((a) e **®)dt + dW (¢). (7.84)

Here there is no factor multiplying dW, so the variances in the individual values of I(t) are not
reduced for a squeezed state. Instead, the reduced phase variance comes from the variation of (a)
during the measurement. If we are considering continuous measurements, then the state should
remain constant during the measurement. This means that {a) is constant, and the phase variance
cannot be reduced by this factor.

For the state to remain constant, we must consider a squeezed state produced by a driven
parametric oscillator in the limit that the decay time of the cavity is extremely short. This limit
must be taken before the limit d¢ — 0 in the definition for the photocurrent. In this limit, the
changes in the state over the time scale of the decay constant result in reduced noise, but these
changes do not persist over the time interval §¢, which is much larger than the decay time.

The net result of this is that when we take the limit §¢ — 0 the photocurrent is given by

I(t)dt = 2Re(ae™*®)dt + \/ e=27 cos2(® — ¢ /2) + €2 sin?(D — ¢ /2)dW (1), (7.85)

where o is the amplitude of the squeezed state, and r and ¢, are the magnitude and direction of
the squeezing. Therefore in this case, rather than the uncertainty being reduced by variation in (a),
it is reduced by a multiplying factor for dV.

For reduced phase uncertainty, the phase of the squeezing should be ¢, = 2 4 7, where ¢ is the
system phase. If we are using feedback given by

=¢+m/2, (7.86)

where ¢ is an estimate of the phase, then the photocurrent can be expressed as

I(t)dt = 2|a|sin(p — @)dt + \/6*27’ cos2(p — @) + e2rsin®(¢ — p)dW (t). (7.87)

It is clear that if the intermediate phase estimate used is very close to the system phase, then the
factor multiplying dW will be close to e™" and will be at a minimum. The better the intermediate
phase estimate is, the smaller this multiplying factor will be. If the intermediate phase estimate is not
perfect, it is clear that increasing the squeezing past a certain level will not reduce the multiplying
factor. This is because the e2" term will start to dominate.

It is possible to estimate the optimum squeezing and the minimum phase variance under these
measurements using the linear approximation. In this approximation, the variance in the individual

phase estimates 6(t) is equal to
e 2" cos®(p — ) + € sin’(p — ¢)
4o dt

. (7.88)

It is clear that the minimum phase variance (in this approximation) will be obtained when the best
phase estimates are used for ¢. It is therefore reasonable to use the phase estimates ©(t) for ¢.
These will be the best phase estimates when the correct value of x is used. As the variance of these
estimates is A©?, we obtain

(e7?"cos®(p — ) + € sin’*(p — ¢)) m e > + 7" AB%. (7.89)

This approximation will be true for small phase variances and large squeezing. Following the same
derivation as for the coherent state case, the only difference is the multiplying factor, so we obtain

I<J2

AO2 = X (72 4 2P AQ?) + 2 7.90
. \a|2 (e +e ) + 2% (7.90)
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Solving this for AG? gives

A@? = Hel 2 (7.91)
L= 3ap

This expression has two independent variables, x and r, that can be varied in order to find the
minimum phase variance. Taking the derivative of Eq. (7.90) with respect to x gives

ANCE 1 9 9 9 xe?r 0Ae?  k?
= e "+ e "AO) + - —. 7.92
Since the derivative is zero for the minimum this gives
1 -2 2 2 K
= e "+ e A — —. 7.93
Together with Eq. (7.90), this gives
2
K
X - A@Q . (7.94)
Substituting this into Eq. (7.90) gives
2 —2r
A2 = (e ), 7.95
o (¢ 5 (7:95)

Taking the derivative of this with respect to r gives

A 2 2 —2r —2r A 2
0AO* K (627, e e 0AO ) (7.96)

o 2o a

A2 (AB2)2 or

Since the derivative is zero at the minimum, this becomes

52 o 6727"

This can be solved to give
e 4 = A% (7.98)

Substituting this back into Eq. (7.95) gives the phase variance as

AO? = <\/;|a|>4/3. (7.99)

Thus we see that even for an arbitrarily squeezed state, the best scaling we can obtain for the
phase variance is |a|~%/3, as compared to || ™! for a coherent state. This difference is less than for
single-shot measurements, where optimum squeezed states scale as almost 72, as compared to !
for coherent states.

7.5 Results for Squeezed States

The results for the continuous squeezed state case were obtained by a similar method as for the
coherent state case. Similarly to the case for coherent states, only variation in the variables K and
X was considered, rather than in all three variables ||, k and x. The step sizes used were

1

A= Tx

(7.100)

The integrations were taken up to time 30/X, then the variance was sampled every time step until
time 130/X. The integration was performed using the photocurrent given in Eq. (7.85), except with
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Figure 7.6: The phase variance as a function of K for continuous squeezed states. The continuous
line is the theoretical analytic relation, and the crosses are the numerical results.

the time scaled such that |a| was not required (similarly to the coherent state case). The phase of
the squeezing was assumed at all times to be in the correct direction for reduced phase variance, i.e.
negative with respect to the coherent amplitude.

It was found that when the phase estimate arg C; was used in the feedback, very poor results
were obtained. This is a similar result to the case for single-shot measurements, where using arg C,
feedback results in large phase variances. This is because, when the intermediate phase estimates
are extremely good, the results do not distinguish easily between the real system phase and the
system phase plus 7. The means that many of the results are out by 7, resulting in a large overall
phase variance.

In order to avoid this problem, rather than using arg C; in the feedback, an intermediate phase
estimate given by

B(t) = arg(C1 A7), (7.101)

was used. Note that this is similar to the phase estimate used to obtain phase measurements close
to optimum in the single-shot case. Here a constant € was used, as the system state is not changing
like in the single-shot case.

For each value of K there are three variables that can be altered to minimise the phase variance:
X, r and €. It is not calculationally feasible to consider a range of values for all three variables.
Rather than considering a range of values, the values of the variables were varied in order to find
the values that gave the minimum phase variance.

The minimum phase variances obtained by this method are plotted as a function of K in Fig. 7.6.
The values given by the approximate analytic expression (7.99) are also shown in this figure. The
numerical results are higher than the analytic expression, but for small K they have the same scaling.
If we plot the ratio of the numerical results to the analytic values as in Fig. 7.7, we find that for the
smallest values of K the ratio levels off at about 2.6. Thus we see that the stochastic results also
give a scaling of |a|_4/3.

Now note that, from Eqs (7.98) and (7.99), the optimum value of e~2" should be

2/3
()
V2l
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Figure 7.7: The ratio of the numerically obtained phase variance to the analytic relation as a function
of K for continuous squeezed states.
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K
=|— . 7.102
( V2 ) (7.102)

Similarly, from Eqs (7.94) and (7.99), the optimum value of x should be

2/3
X = (2 la|? /{) . (7.103)
The corresponding optimum value of X is
X = (2K)*3. (7.104)

This indicates that the optimum values for both e 2" and X should scale as K2/3.

The numerically obtained optimum values of e~2" and X, as well as these analytic expressions,
are plotted in Fig. 7.8. Similarly to the case for the phase variance, the scaling is the same as that
predicted analytically, but the scaling constants are different. For the case of e~2", the optimum
values are about 8 times those analytically predicted, whereas the values of X are around a third of
those analytically predicted.

For the case of € there is no analytic prediction for the optimum value. The numerically obtained
values are shown in Fig. 7.9, and as can be seen ¢ decreases in a regular way with x. A power law
was fitted to these values (for K < 1), and the power found was 0.70 £ 0.01. This is very similar to
the K2/3 scaling found for e=2" and X.

A problem with these results is that they do not take account of the low probability results with
large error. Unfortunately it is not possible to take account of these results in an analytic way as
in the case of single shot measurements on squeezed states. The best that can be done is to use
a very large number of samples. For these calculations the phase variance was sampled every time
step, resulting in about 10% samples. Unfortunately the phase estimates from adjacent time steps
are strongly correlated, so there is only around 10° independent samples.

Despite the large number of samples used, there were generally no large error samples for the
results shown. The optimum parameters found usually gave the minimum variance because varying
the parameters beyond these values, such that the variance would be smaller according to the linear
theory, resulted in samples with large error.
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Figure 7.8: The optimum values of e~2" and X for measurements on continuous squeezed states.
The numerically found values of e 2" are plotted as crosses, and the approximate analytic expression
as a continuous line. The numerically found values of X are plotted as pluses, and the approximate
analytic expression as a dotted line.

10

Figure 7.9: The optimum values of € for measurements on continuous squeezed states. The crosses
are the numerically found values, and the continuous line is the expression fitted to the data.
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7.6 Continuous Interferometric Measurements

Now I will consider the case of continuous measurements for two-mode interferometry. In this case
we have a Mach-Zehnder interferometer as in Ch. 5, and are attempting to continuously track the
phase in one arm, and control the phase in the other arm in order to obtain the best possible
estimate of the phase. The optimum states discussed in Ch. 5 make little sense in this context, so
instead I will consider the state with all the photons in one arm. This state can be generalised to
the continuous case by considering a state with N photons per unit time.

This case is essentially semiclassical, and the detections can be considered independently. There-
fore, consider a single photon incident on port a, so the state is |%, %)z Upon detection the unnor-
malised state changes as

[ (u, ) = eu(@)|9)- (7.105)

Using Eq. (6.5) for the detection operator, the probability of detecting the photon in detector w is
given by

oy
“’J””T) . (7.106)

(Wt o) =sin? (25

Using Bayes’ theorem, the probability distribution for the system phase after the detection is pro-
portional to this probability times the initial phase distribution.

The probability distribution for the phase based on m of these independent detections, P(p|n,),
can be expressed as

P(plnm) = Z Pmk(nm)eikw~ (7.107)
k=—m
It is straightforward to show from Eq. (7.106) that the coefficients P,k (n,,) can be determined by
Pmk(nm) X Pm—l,k(nm—l) - %eii(q>M7umw)Pm—1,k—l(nm—l) - %ei(¢miumw)Pm—l,k+1(nm—l)-
(7.108)
The normalisation condition on the probability distribution becomes

Proo(nm) = 1. (7.109)

The normalised probability distribution can be obtained by a simple addition to the recursion rela-
tion:

Pr1k(Mm—1) — %e_i@m_"m”)Pm—Lk—l(ﬂm—l) - %ei(q)m_umﬂ—)Pm—l,k-&-l(nm—l)

Por(ng) = .
(7.110)
I will consider the same variation in the system phase as in the case of dyne measurements,
ot + dt) = p(t) + kdW (¢). (7.111)

When the phase varies in time, the time between detections is important. For a photon flux of N,
the probability of a photodetection in time dt is Ndt. The probability distribution for the time
between detections is given by

Pp(t)dt = Ne Ntdt, (7.112)

In the results that will be presented here, the time between detections, At, was determined according
to this probability distribution.

Now in order to determine the effect of this phase diffusion on the probability distribution between
detections, we must first consider the effect over some very small time interval d¢. This is necessary
because the probability distribution for the change in the system phase over time At does not go to
zero for Ay = £m. This means that the probability distribution will not be exactly Gaussian, due
to the overlap. In contrast, if we look at a very small time interval §t¢, the change in the phase will
have a normal distribution with a variance of k25t. Explicitly the probability distribution is

1

AR g (A 7.113
€ . .
e (Ayp) (7.113)

Pa(Ap)d(Ayp) =
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The probability distribution for the phase after time dt will be the convolution of the initial
probability distribution with the Gaussian described by Eq. (7.113). Evaluating this convolution
gives

sy

P/ (glnm) = / Pl — Bln) P (6)d0

—T

T m/2
— > Prk(nm)e™ =9 Pg(6)do

S k=—m/2

m/2 7r
= Z Pmk(nm)eik“’/e‘ikePg(G)dG. (7.114)
k=—m/2 “n

As dt is assumed to be small, kK26t < 1, so

/e—MPG(e)de = e kRT0t/2, (7.115)

The effect of the variation of the system phase on the probability distribution is therefore

m/2
Polnm) = Y Pug(ng)e w0t 2etke, (7.116)
k=—m/2

This shows that the coefficients for the probability distribution are just multiplied by a Gaussian:
P (nm) = Prk(n e~ 57042, (7.117)

This result is related to the usual result for convolutions and Fourier transforms.
In order to take account of the effect of the phase diffusion on the probability distribution over

some significant time interval At, this time interval can be divided into M small time intervals dt.
Then we find

M

2.2

Pr,%]i(nm) = Pmk(nm) H & kk7ot/2
j=1

= I'mk (nm)e—k2m2 Zjil 6t/2

= Pk (nm)e ¥ AY2, (7.118)

This result can be used to take account of the variation of the system phase very simply in the
probability distribution.

As time passes the effect of Eq. (7.110) is to broaden the distribution of probability coefficients
in k, corresponding to a smaller variance in the phase distribution. In contrast the Gaussian term
in Eq. (7.118) tends to narrow the distribution of probability coefficients, corresponding to a greater
phase variance. The initially broad phase distribution narrows until an approximate equilibrium is
reached, where the two effects cancel each other out.

The derivation for the optimum phase estimate for the single-shot case given in Eq. (6.19) is
general enough to hold in this case also. Therefore the optimal phase estimate is given by

P = arg <ei‘9>
= arg Py, —1(nm). (7.119)
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In addition, much of the reasoning for the feedback phase still holds. The phase variance after the
next detection can be minimised by minimising the value of

T

M(@p) = Y /P(nm|¢)ewd<p. (7.120)

Um=0,1 .

The values of P(n,,|p) can be obtained, except for a normalising constant that is common to
U = 0 and 1, by using Eq. (7.108). This means that we can express M (®,,) as in Eq. (6.33) with
the parameters a, b and ¢ given by

a = Pm—l,—l(nm—l)
b= %P’m—l,—Q(nm—l)
¢ = 3Pn_1,0(nm-1). (7.121)

These values of a, b and ¢ can be used to determine the feedback phase as in Sec. 6.3.

The phase uncertainty at equilibrium can be estimated using a similar approach as was used
for the single mode case. Let us assume that the equilibrium variance in the best estimate for the
system phase is A©2. After time At, the variance in this phase estimate with respect to the new
system phase, p(t + At), will be AG? + x2At. In the equilibrium case this increase in the variance
should, on average, be balanced by the decrease due to the next detection.

We now wish to estimate the equilibrium variance based on a weighted average with the previous
best phase estimate, and a phase estimate from the new detection. If we use the actual variance for
a phase estimate based on a single detection, then we do not get accurate results. This is because
the variance for a single detection is large, so the weighted average does not accurately correspond
to the exact theory. In order to make the theory based on weighted averages accurate, we need to
assume an effective variance for the single detection, that is different from the actual variance.

In the case where there is no variation in the system phase, the phase variance after N detections
is approximately 1/N (see the results given in Secs 5.3 and 6.6). Denoting the variance after N
detections as AO3%, and the effective phase variance from a new detection as A©3%, the weighted
average gives

1 1
A% T A7 A6%,
1
N+ —=N+1. 122
tRer =N+ (7.122)

Therefore, in order to take account of a single detection via a weighted average, it can be assumed
to be equivalent to a phase estimate with a variance of 1. This is, in fact, equal to the variance as
estimated using (2(1 — cos ¢)).
Applying this to the case with a varying system phase gives
1 1
————+ 1= —= 7.123
AG% { r2Al T T Az (7.123)
Simplifying this to solve for AG?, we find
1
1+ k2At/AO?
1 - x*At/AG? + AO? ~ 1
K2AL/AB? = AG?. (7.124)

+AOG% =1

Thus the approximate value of the variance is
AO? ~ VAL (7.125)
On average the time between detections is 1/N, so the approximate value of the variance should be

AO? ~ k/VN. (7.126)
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7.7 Results for Continuous Interferometric Measurements

In order to verify this result, the equilibrium phase variance was determined numerically for a
variety of parameters. In this case there are only two parameters, x and N. In the case of dyne
measurements there was the additional parameter y describing how the latest results were weighted
as compared to the previous results. In this case we do not have that parameter, as the phase
estimates are not determined in that way.

Similarly to the case of dyne measurements, these two parameters are related. Here the average
time between detections is 1/N, and the mean squared change in the system phase after time At is
k2At. In the above theory the parameters x and At only appear through the product xZAt. It is
therefore the value of k2/N that matters, and if x and N are varied while keeping this product the
same, the results will not change. It is therefore convenient to define

K
K itk (7.127)
similarly to the case for continuous dyne measurements.

The calculations were run for 10% detections (or 2 x 105 for the minimum value of K), and the
phase error was sampled every detection after 10/K detections. This was done 100 times for each
value of K. The equilibrium phase variance was determined in this way for the nearly optimum
feedback scheme and in addition for a nonadaptive feedback scheme given by

®,, = &g + mKm, (7.128)
where @ is a random initial phase. When the value of K was 1 or more this was modified to
D, = Pg + mn/2, (7.129)

to prevent ®,, being constant (modulo 7). This is equivalent to the non-adaptive feedback in the
single-shot case given by Eq. (6.57), and is analogous to heterodyne feedback for dyne measurements.
The reason for the factor of K is that the effective number of detections used for the phase estimate
is 1/K. To see this, note that the phase variance is approximately K.

A minor problem with continuous adaptive measurements is that the number of probability
coefficients Py, (nm,) needed to determine the probability distribution for the phase rises indefinitely
with the number of detections. The narrowing effect of the varying system phase, however, means
that the probability coefficients fall approximately exponentially with k. The probability distribution
can therefore be approximated very accurately by keeping only a certain number of coefficients. For
the results presented here all probability coefficients with a magnitude above about 10~2° were used.

All phase variances for the two feedback schemes are plotted in Fig. 7.10. Note that, from the
previous section, the analytically predicted value of the phase variance is K. As can be seen, the
results for both cases are very close to this analytic result for the smaller values of K. For values of
K close to 1 the results for the nonadaptive scheme are noticeably above the analytically predicted
values. For large values of K above 1 the variance converges to 3 for both the feedback schemes.
This is what can be expected, as the system phase is randomised between detections. This means
that the measurements are equivalent to phase measurements with a single photon, for which the
Holevo phase variance is 3. The feedback has no effect, as there is no information on which to base
it on.

To see the differences more clearly, the phase variances are plotted as ratios to the analytic
results in Fig. 7.11. As can be seen, the results for both measurement schemes are very close to
the analytic result for very small values of K, but differ increasingly for larger values. The adaptive
scheme gives phase variances that are very close to, and slightly below, the analytically predicted
values for smaller values of K. In contrast the results for nonadaptive measurements are all above
the analytically predicted values (for K < 1). For large values of K the variance for both schemes is
below K, as the variance is converging to 3.

These results show that there is a small improvement in using an adaptive scheme over a non-
adaptive scheme; however, when the system phase is varying slowly there will be very little improve-
ment. This can be expected from the results in the single shot case, where there was very little
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phase variance

Figure 7.10: The phase variance as a function of K. The numerical results for adaptive and non-
adaptive measurements are shown as the crosses and pluses respectively and the analytic result is
shown as the continuous line.
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Figure 7.11: The phase variance as a ratio to the approximate analytic result of K. The results for
adaptive and nonadaptive measurements are shown as the continuous line and dotted line respec-
tively.
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difference between the results for the adaptive and non-adaptive measurements when all photons
were in one port. This means that we do not even get an improvement by a factor of v/2, as we do
in the case of continuous dyne measurements on a coherent state. If the system phase is fluctuating
rapidly, we can get a significant improvement in the accuracy of the phase measurements. The
maximum improvement is about 24% for K = 0.5.



Chapter 8

Conclusions

The major results of this study can be described very succinctly: I have found the optimal input
states and adaptive measurement schemes for both dyne and interferometric phase measurements.

8.1 Input States for Dyne Measurements

In Ch. 2 the problem of optimum input states for dyne measurements was considered. Rather than
just considering optimisation for minimum intrinsic phase variance, the problem of optimisation for
minimum phase variance under more general measurements where h(n) = cn™P was considered.
There are three different types of constraints on the states that were considered: an upper limit
on the photon number, a fixed mean photon number, and squeezed states with fixed mean photon
number. The optimum states for canonical measurements with these three constraints on the states
have been determined previous to this study, as has the result for general measurements with an
upper limit on the photon number. In Ch. 2 the set of results was completed with analytic results
for fixed mean photon number and optimum squeezed states under general measurements. The
complete set of results are summarised in Table 8.1.

All of these results (except the exact analytic result for canonical measurements with an upper
limit on the photon number) were verified by exact numerical calculation of the optimum states. For
the case of canonical measurements on squeezed states it was found that the exact results did not
agree with the approximate analytic result to order m~2. In addition, corrections to this analytic
expression derived from the results in [45] did not produce any better agreement.

For the states with an upper limit on the photon number optimised for minimum phase vari-
ance under general measurements, it was found that although there was good agreement with the
analytic results, larger photon numbers were required for good agreement than was claimed in [35].
This is because in [35] the photon numbers required for good agreement were estimated from the
approximation made in omitting a boundary condition. The main approximation made is actually
the linearisation of the equations, which means that the photon numbers were underestimated in
[35].

An additional correction term of 3¢2N 2P was found for this case. This term is specific to the

Table 8.1: The asymptotic formulae for minimum Holevo phase variance for the canonical distribu-
tion and general measurements under three different constraints on the states. The results in bold
are those that are original to this study.

Canonical General measurements
Maximum photon number ]’:]—22 2cN P + | 21| (2cp)?/3N—2(4P)/3 1 3c2N 2P
Mean photon number 1.899006 2ch P + \/cp(p + 1) P/271 4 3c2n 2P
Squeezed states fonsa 2ci P + /cp(p + 1)a P/271 4 3cZn 2P

186
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Holevo phase variance, and is only significant for mark I measurements. For mark I measurements
this term is required in order to obtain agreement to second order with the numerical results. Similar
terms were found for the other two constraints upon the state.

For the case of general measurements on states with fixed mean photon number, it was found
that the results for both the general case and the squeezed state case agreed well with the analytic
result. In addition the results for these two cases agreed very closely with each other; more closely
than with the analytic approximation. In fact, when the states were compared, it was found that
they were extremely close, although there were small systematic differences, particularly in the tails
of the distribution.

These results mean that it should be possible to experimentally produce very good approxima-
tions of the states that are optimised for minimum phase variance under the various measurement
schemes by using squeezed states. This is an advantage in theoretical work also, as squeezed states
are more easily treated numerically. Only the two squeezing parameters need be kept track of, rather
than the entire state, resulting in much faster calculation times. The exception to this is canonical
measurements, for which the results for general and squeezed states have different scalings. The
ratio between the two results only scales as log 77, however, so the difference becomes significant only
for very large photon numbers.

8.2 Optimum Dyne Measurements

The next issue considered was the problem of how to make optimum measurements of these states.
Prior to this study it was known that the minimum phase variance introduced by an arbitrary dyne
measurement scheme was that of an optimised squeezed state, with variance scaling as log/n>.
The best adaptive dyne measurement scheme previously considered, the mark IT scheme, only gave
scaling of @15, In this study I have found that it is possible to obtain results that are very close
to the theoretical limit using a feedback phase estimate of

Py = arg Oéig(v)Ai(v)v (8.1)

e(v) = 2 lc'ﬁ”' 1/11}. (8.2)

If this is used without corrections, the variance as estimated from the variance of the samples
is very close to the theoretical limit. Unfortunately this method of estimating the variance does
not take account of very low probability results with large phase error. This contribution can be
estimated from the values of A and B at the end of the measurement, and it is quite significant for
this uncorrected phase feedback scheme.

It is possible to correct the feedback scheme in order to minimise this problem. It was found that
very good results were obtained by using a correction that brings the value of B, directly towards
the estimated optimum value. This is used only at the very end of the measurement, and then only
if | By| is too far above optimum. Using this correction, the introduced phase variance as estimated
from the values of A and B is only about 4% above the optimum value, even for the largest photon
number considered.

It was found that the phase variance of the samples when this corrected feedback was used was
slightly worse than that estimated from the values of A and B. This appears to be because of
the large scatter in the photon number of the squeezed states in the POM. The data points with
smaller photon number give a disproportionately large contribution to the phase variance, as the
phase variance for optimum squeezed states rises very rapidly as the photon number is reduced.
This is unavoidable, as any state with a small phase variance will have a large uncertainty in the
photon number. This is the case both for the input state and the squeezed state in the POM. It
is therefore reasonable to claim that the corrected phase measurement scheme is about 4% above
what is theoretically possible.

Under some circumstances, it is actually possible to surpass the theoretical limit based on the
POM. This is possible if the input state is known accurately. For coherent states, it is possible to

with
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reduce the introduced phase variance to about a quarter of the theoretical limit. Unfortunately, for
states with reduced phase uncertainty, this level of improvement does not appear to be possible.
The improvement found for squeezed states was only around 10%.

8.3 Time Delays

All the adaptive feedback schemes considered are adversely affected by time delays. This was
considered previous to this study in Ref. [35], which predicted the excess phase variance for mark
I and IT measurements in a very approximate way. In this study the excess phase variance due to
time delays was determined in a far more rigorous way, and verified by numerical calculations.

In Ref. [35] it was predicted that the excess phase variance for mark I measurements was 7/2.
In this study it was found that this is the correct result, provided the phase estimate at the end
of the measurement is the final value of the running phase estimate. This was found by repeating
the derivation of Ref. [35] in a more rigorous way, and the same result was obtained. Fitting to the
numerical results gave scaling constants close to the theoretical value of %, particularly for the larger
photon numbers. There was some discrepancy for the smallest photon number considered, which
can be expected as the approximation is in the limit of large a.

If, rather than using the final value of the intermediate phase estimate as the final phase esti-
mate, arg A is used, the phase variance actually decreases with the time delay. This is because the
intermediate phase estimates have a larger variance, resulting in the mark I measurements being
closer to heterodyne measurements.

It was found that the scaling of the excess phase variance for mark II measurements predicted
in [35] was correct, though the scaling constant was incorrect. When the derivation of Ref. [35] was
repeated more rigorously, it was found that completely different terms were obtained, casting some
doubt on the method used in Ref. [35]. The terms found here are unusable, as they depend explicitly
on the initial conditions of the integration.

In order to avoid this problem, an alternative derivation was considered, that gives a lower limit
to the total introduced phase variance with a given time delay, rather than the approximate excess
phase variance due to the time delay. This result was approximately 7/(8%), as opposed to the
introduced variance of 7/(27) found in Ref. [35]. This result can be expected to give the introduced
phase variance accurately if both the photon number and time delay are relatively large. In contrast,
the result found in Ref. [35] was for the limit of small a7.

Numerically it was found that the introduced phase variance converges to this theoretical limit in
the three different cases with unsimplified feedback considered. For the case of simplified feedback,
however, the phase variance was far higher. For larger time delays, rather than converging to the
theoretical lower limit, the phase variance converged to the variance for heterodyne measurements.
It was found to be possible to correct the feedback to improve on these results, but the variance was
still much higher than for unsimplified feedback, and did not converge to the theoretical limit.

This means that, if there is any significant time delay in the system, the simplified analog feedback
will give far worse results than the exact, unsimplified feedback. This makes the more sophisticated
feedback schemes considered in Ch. 3 more attractive, as one of the main advantages of the mark II
measurement scheme was that it allowed the simplified feedback to be used.

8.4 Input States for Interferometry

In Ch. 5 optimum input states for interferometry were considered. When the total photon number
is fixed, this problem is equivalent to the dyne case with an upper limit on the photon number.
This problem has a simple solution, and there is a correspondingly simple solution in the case of
interferometry. This state has a canonical phase variance scaling as N ~2, as compared to N ! when
all the photons are incident on one port.

This state requires contributions from a large number of input photon eigenstates; however, it
requires significant contributions from only about 10. This means that although the complete state
will be very difficult to produce, it should be less difficult to produce close approximations of it.
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Unfortunately, as the photon number is increased, more and more of these eigenstates are required
to give a variance that is close to that for the exact state.

An alternative state that has been considered in previous work, is one where equal photon
numbers are incident on each input port. This state is the photon number eigenstate that has the
highest contribution to the optimum state, and can therefore be considered to be an approximation
of it. Unfortunately this state has a canonical phase variance that scales as N ~'/2. This indicates
that the phase uncertainty should scale as N~1/4. This is an extraordinary result considering that
previous work indicated that this state should give a phase uncertainty scaling as N ~!.

This discrepancy was shown to be due to the tails of the phase distribution, which give the main
contribution to the phase variance. The previous work, in contrast, only considered the central peak
of the distribution. To compare these two states more thoroughly, these states were each evaluated
under several different measures of the uncertainty. It was found that the phase uncertainty for the
|70). state scaled as N~! for all of the measures of the phase uncertainty except the square root of
the variance (standard and Holevo).

The optimal states gave smaller scaling constants under all of the measures except two: the
inverse-of-maximal-value and the Fisher length. There are reasons to consider the results given by
these measures as being slightly misleading, however. In practice, the [j0), state will give results
with small errors most of the time, but a small number of results with very large errors. This means
that results obtained using this state must be carefully analysed to avoid problems due to the results
with large error. For example, if we simply take the mean of a number of results obtained using this
state, the uncertainty in this mean will scale as N ~'/4 rather than N~

8.5 Optimum Interferometric Measurements

In order to make interferometric phase measurements with the minimum possible phase uncertainty,
the other two areas to optimise are the feedback phases used and the final phase estimate. It was
shown in Ch. 6 that it is reasonably simple to determine the final phase estimate that gives the
minimum uncertainty. Determining the optimum feedback phases to use is a far more difficult
problem.

Solving this problem for N photons is a minimisation problem with approximately 2¥V~2 inde-
pendent variables. It is possible to solve it numerically; however, the rapidly increasing number
of variables means that this is only feasible for photon numbers up to about 12. Even then there
is a small possibility of a better result for a significantly different combination of numbers, as the
numerical technique finds a local minimum, but does not prove that it is a global minimum.

This numerical minimisation was performed for input states optimised for minimum phase vari-
ance under canonical measurements. It is also possible to solve simultaneously for the feedback
phases and the input state. This is only a slightly more difficult problem, as the number of state
coeflicients increases linearly with N. Improvements over the optimum input states were found for
every photon number above 2; however, these improvements were only very small, less than 1%.

An alternative approach is to, rather than trying to determine the feedback phase that will min-
imise the final phase estimate, determine the phase that will simply minimise the phase uncertainty
after the next detection. This approach was used in Ch. 6, and this feedback scheme gave results
that were the same as optimum for up to 4 photons with optimum input states. For more than 4
photons the phase variances obtained were only slightly higher than for the numerically optimised
feedback. For the maximum photon number for which the optimum feedback was determined, 12,
the increase was only about 3.6%.

This feedback scheme was tested on optimum input states for higher photon numbers up to
1600, and it was found that the phase variance was only slightly higher than the canonical phase
variance. That means that this feedback scheme must be very close to optimum for these larger
photon numbers as well. Unfortunately, the ratio of the phase variance under this feedback scheme
to the canonical phase variance increases fairly systematically with photon number, indicating that
the introduced phase variance is not quite scaling as N~—2. It is quite likely that the scaling is
log N/N?, as for dyne measurements, though it would require calculations at much larger photon
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numbers to confirm this.

For input states other than the optimum input state, this feedback scheme gave variances almost
indistinguishable from the canonical phase variance. Of particular interest is the |j0), state, for
which the canonical phase uncertainty scales as N~! for measures other than the square root of
the variance. For this state, the 2/3 confidence interval scales approximately as N~ under this
measurement scheme. This is not as good as the N ! scaling for the canonical distribution, but it is
an improvement on the result if all photons are in one port. Note, however, that this measurement
scheme was designed with the aim of minimising the phase variance, not any other measure of phase
uncertainty. This means that the feedback phases and phase estimates are not necessarily close to
optimum for minimising the confidence interval. Minimising the confidence interval would require
quite a different approach.

Alternative phase feedback schemes were also considered in Ch. 6. A nonadaptive scheme was
considered, where rather than using information from the detections to determine the feedback phase,
the feedback phase was merely varied linearly. This is equivalent to heterodyne measurements
for the single mode case, in that all values of the feedback phase are used with roughly equal
probability. This scheme gave a phase variance scaling as N ! for optimum input states, similarly
to the heterodyne scheme for single mode measurements. When used on the state with all photons
in one port (which has a canonical phase variance scaling as N ~1) there was only a marginal increase
in the phase variance over the adaptive scheme.

An alternative adaptive feedback scheme based on phase estimates was found to give far poorer
results than the feedback scheme of Sec. 6.3. Although most of the results had small error, it gave a
small proportion of results with very large error, resulting in a high phase variance. On average the
phase variance was between that for the feedback scheme of Sec. 6.3 and the nonadaptive scheme.

For 1 or 2 photons, the phase variances obtained by the feedback scheme of Sec. 6.3 were identical
to the phase variances for canonical measurements, for any input state. This means that, provided we
have no more than 2 photons, it is possible to perform measurements as good as canonical. For 3 or 4
photons, however, the phase variance was higher than canonical. As the feedback phases are optimum
for these photon numbers, this means that it is not possible to make canonical measurements in
general, even with perfect photodetectors and the best possible feedback phases. This result was
checked by evaluating the entire range of feedback phases, in order to demonstrate that the feedback
phases used gave a global minimum to the phase variance.

If arbitrary states are considered, this feedback scheme is no longer optimum for 3 or 4 photons. In
addition, it is possible to obtain phase variances that are below canonical. This is not a contradiction,
as the variance is not necessarily minimised by having all the H,,,, equal to 1. For some states the
optimal POM should have complex values of H,,,. Using this corrected canonical POM, the feedback
scheme of Sec. 6.3 no longer gives variances as small as canonical for all 2 photon states.

8.6 Continuous Feedback

The last area considered in this study was the problem of continuous phase measurements, where
the phase is being varied and the aim is to follow this variation with the minimum possible excess
uncertainty. For this problem, we cannot use the optimum input states considered in other chapters,
as these are based on single-shot measurements with a limited number of photons. Instead, I
considered a continuous coherent state for dyne measurements, and a state with all photons in one
port for the interferometric case. These two cases are extremely similar, with both having canonical
phase variances proportional to N ~!. In addition, continuous squeezed states for dyne measurements
were considered. In all cases the phase variation considered was Gaussian diffusion.

In the case of dyne measurements it was found that good results were obtained using arg A;
feedback, similarly to mark I and II single-shot measurements. In the continuous case, the feedback
simplifies to a very simple form, where the feedback phase is adjusted proportional to the photocur-
rent. This form is even simpler than for the single-shot case. When the correct proportionality
constant is selected, a minimum equilibrium phase variance is found that is proportional to a~!.
This is much poorer scaling than the case where the system phase is constant, where the variance
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scales as @2 (or m~1). This is because, as the photon number is increased, data from a shorter time
is used (to reduce the contribution to the variance from the varying system phase), with the result
that the effective photon number that is used increases proportionally to o rather than a?2.

When heterodyne feedback is used, rather than adaptive feedback, the phase variance is increased
by a factor of v/2. This is less than the difference for the single-shot case for a similar reason as
the scaling is different: when a more accurate measurement can be made, the time interval from
which data is used is reduced. It was also found that the numerical results matched these theoretical
predictions very accurately, particularly for the results with smaller phase variances.

For the case of dyne measurements on continuous squeezed states, the situation is considerably
more complicated. Rather than just a single constant that must be varied to find the minimum
phase variance there are three. Nevertheless, it is still possible to obtain an approximate analytic
result. It was found that the minimum phase variance should vary as a~%/3. This is only slightly
better scaling than the case for coherent states.

Numerically it was found that the scaling of the minimum phase variance was very close to the
a~*/3 scaling found analytically. The numerical results were well above the analytic result, however,
on average more than twice. This appears to be due to the contribution from large phase error
results, which were ignored in the analytic treatment. Numerically it was found that when the
parameters were varied beyond the optimal values found, the variance increased due to these large
error results.

The case for interferometry is more difficult to treat, as it does not give a simple result for the
feedback. The feedback used was based on minimising the variance after the next detection, similarly
to the single-shot case. Nevertheless, it was found that it is possible to determine an approximate
theory that agrees reasonably well the numerical results. Similarly to the dyne case with a coherent
state, the phase variance is proportional to N~/2 where N is the photon flux. When a linearly
changing feedback phase was used (analogous to the heterodyne scheme), it was found that the
phase variance is above that for the adaptive feedback, but the difference is only small, particularly
for the smaller phase variances. This is as can be expected, as the difference is very small for large
photon numbers in the single-shot case.

8.7 Questions for Future Research

Although the main aims of this project, finding the optimum states and measurement schemes
for phase measurements, have been achieved, this project has also raised a number of unanswered
questions that are possible future directions for research.

8.7.1 Optimum Dyne Measurements

In Ch. 3 a feedback scheme was found that produced dyne measurements extremely close to the
theoretical limit. Although there are good qualitative reasons for expecting a feedback scheme of
this type to be close to optimal, there is no rigorous justification for why this scheme works. This
question is only of theoretical interest, as it would only tell us why a feedback scheme that has
already been found works, rather than leading to any better phase measurements.

Another question is raised by the results showing that the theoretical limit does not hold when
different final phase estimates are used. An alternative limit was found in the case of coherent states,
but there is no corresponding result for the case of squeezed states or more general states. When the
feedback that gives results close to the theoretical limit for the usual arg C' phase estimates was used,
it was found that it is only possible to improve the results slightly using better phase estimates. It
is conceivable, though unlikely, that it is possible to do better using some other feedback scheme.

A more promising way of improving upon the theoretical limit would be to use nonlinear elements.
The basic reason why there is an introduced phase variance is because the phase is not measured
directly. The best we can do is to measure a quadrature of the phase, which is proportional to
the sine of the phase. The introduced phase variance is due to the fact that the sine function is
nonlinear. In principle, it should be possible to compensate for this nonlinearity using nonlinear
optics.
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Another possible area for further research is to consider alternative measures of the phase uncer-
tainty, as was done for interferometric measurements. For the Holevo phase variance, it is necessary
to take account of very low probability, large error results in order to obtain an accurate estimate
of the variance. This is unnecessary for other measures of the uncertainty with less emphasis on the
tails. Nevertheless, I do not anticipate that this would give qualitatively different results.

8.7.2 Optimum Interferometry

There are a number of promising areas for future study in the area of interferometry. One is
the question of whether the theoretical limit for dyne measurements also holds for interferometric
measurements. There is a great deal of similarity between interferometric measurements and dyne
measurements, as in both cases we are measuring the phase difference between two modes combined
at a beam splitter. In principle it should be possible to take the large amplitude limit in a similar
way as for dyne measurements, in order to get a similar theoretical limit.

The main problem with taking this limit is that we cannot assume that one mode is of much
larger amplitude than the other, as we can for dyne measurements. Some other complications are
that there will be quantum correlations between the modes for interferometry, and the final phase
estimate that is being used is not arg C. These factors mean that a theoretical limit would be very
difficult to find, and it need not be the same as for the case of dyne measurements.

Another area that can be considered is feedback where the feedback phase is selected so as to
minimise the phase variance two or more detections in advance, rather than just one. This should
improve on the feedback scheme that minimises the variance after the next detection. In addition,
if only very minor improvements were obtained for feedback that minimises two or three detections
ahead, then this would indicate that the feedback is very close to optimum.

Unfortunately this approach would be very computationally intensive, as there does not appear
to be any analytic solution for the feedback phase. The feedback phases would have to be determined
numerically, making the calculations far more time consuming, though not as much as for the case
where the feedback phases are chosen to minimise the final phase variance.

Another promising direction is using other measures of the phase uncertainty. In particular
it would be interesting to optimise the measurements for minimum entropic length, as this would
correspond to maximum information. It is conceivable that minimising the entropic length one
detection in advance would also minimise the final entropic length. This problem would also be very
computationally intensive, as it would require numerical integrals to evaluate the entropic length.

A more difficult problem is performing measurements that have zero error probability, as in
Ref. [59]. The measurements considered in Ref. [59] are not physically possible, but it may be
possible to perform measurements with zero error probability using feedback. The states considered
in Ref. [59] do not have a fixed total photon number in the two modes, as was assumed in this study,
so this theory would have to be substantially modified in order to consider these states.

I will lastly mention that it should be possible to generalise the theory considered in this study to
phase measurements with an arbitrary number of modes. These are discussed in Ref. [60], and here it
is the phase differences between the modes that we wish to measure. This is a difficult problem, as for
example it does not seem to be possible to generalise the optimal states for two-mode interferometry
to this case in a simple way.
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Longer Derivations

In this appendix I give some of the longer derivations that are too lengthy to present in the main
text.
A.1 Perturbation Theory for Optimum Dyne States

We wish to solve Eq. (2.91) of Sec. 2.2.2 by perturbation theory, with the unperturbed Hamiltonian
and perturbation term given by Eqgs (2.94) and (2.95) respectively. The unperturbed solution is

50 (m) = R exp {_\/ﬁ (n— n0)2/2] H, { LA - no)] : (A.1)

/w223 41

where H; are Hermite polynomials. This is the standard result for the harmonic potential, and
is easily derived from the properties of Hermite polynomials given in [46]. Similarly to the other
derivations given in Ch. 2, the boundary condition is ¢(0) = 0. The unperturbed solution, and the
more accurate perturbed solutions below, will approximately obey this boundary condition when
V/fang > 1. For this to be the case, p < 2 is required, in addition to ng > 1.

The energy eigenvalues are

EY = 2+ 1)V ] (A.2)
From perturbation theory we then have
k)|
5O [
E; ~ B + (jIHlj) + ) O 5O (A.3)
k#j ~j k
k|H1|j
vy ) = v () + Y )0 ) (A4)

where |j) is the state corresponding to ’(/J§0) (n). In terms of number states
) 0
3y =Yo7 (m)n). (A.5)
n=0

We can rewrite the perturbation as H, = be3, where

7p+2

b= [ep(p + 1))/ * ng P42, (A.6)

¢ = £,/ (n —no). (A7)
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In terms of & the unperturbed eigenstates are

1
/1227 4]

The factor of f21 /8 has been omitted here, so these states are normalised when integrated with respect
to &.

The lowest energy eigenvalue and eigenstate, corresponding to the maximum value of v and
therefore (cos ¢), can be expressed as

PO(€) = e €21, (¢). (A.8)

) = ‘ k|§3‘0 ‘
Ey ~ Ey” +b(0/€%)0) — 2\ﬁ§ (A.9)
(0 N (kI€310) | (o)
Yo(n) ~ 9y (n) 5 \/E,;:l ’ wk (n). (A.10)

Here é is the operator that transforms the state |j) in the same way as £ transforms the function

¥ ().

The first four Hermite polynomials are

Ho(§) =1, (A.11)
Hy(§) = 2, (A.12)
H(€) = 4¢? 2, (A.13)
Hs(€) = 8¢3 — 12¢. (A.14)
Therefore the first four unperturbed eigenstates are
P () = m V482, (A.15)
917 (€) = e Vg, (A.16)
2 1
7/’£0) (&) =n Ve €2 <\/§§2 — ﬁ) , (A.17)
PP (€) = mHAemE/? ( 5 - V3 5) (A.18)
It is therefore easy to show that
3 3
§007(6) = 5750 O + gwéf” (&), (A.19)
or, in the alternative notation
&0) = 2f|1> + £|3> (A.20)

From this it is evident that the only non-zero terms in the sums in (A.9) are (1|¢3]0) = 3/(2v/2)
and (3|€3|0) = v/3/2. This then gives the lowest energy eigenvalue and eigenstate as

Ey ~ E{ b2 f 12 (A.21)
bo(n) = ¥\ (n) — 1 m[ (0) \[ z/;“’)]. (A.22)

The correction term to the eigenvalue is of order ny 2 which is sufficiently small to be omitted. The
eigenstate can alternatively be expressed as

) ~ |0) —

1) - 13). (A.23)

b
NG ARGy
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Therefore the expectation value of the photon number is

B 3b b 3 3b b
o = (0= 01~ 2 0) l(fzw/“” (0- g -agm) w0

In order to evaluate this, note first that we wish to keep terms only up to first order in the pertur-
bation, so we can simplify this to

_ 3 b 3 3 ( )
arxnyg+ | (0 ——=1] - —=3 0) + (0 1 3
’ << | 4\/2f2< | 4v3f2< |> [(fz)l/4 0+ (f2)1/4] 4v/2 f2| )= 4v/3 f2| )
3b b ¢
=no+ (0| - —={1] — —==3] ) | —=—110). A.25
o+ (- 51~ 591 l(fz)”‘*] y 42
From the above listing of the eigenstates it can be seen that
0 1
su” () = 251 ©). (A.26)
or )
10) = —=|1). A27
£10) \/5| ) (A.27)
Therefore the only non-zero matrix element above is (1/£[0). Using this gives
_ 3b
n=mnyg— 4(f2)3/4
p+2 p/2
=ng+ ——=ny' . A.28
" a1 428)
As we are assuming p < 2,
nog~n|l— P2 Loz : (A.29)

dy/ep(p+1)

so the mean photon number is close to ng, justifying the expansion around ny.

A.2 Derivation for Optimum Squeezed States

Next the result (2.149) of Sec. 2.3.3 will be derived in a more rigorous way. Recall that the number
state coefficients for squeezed states are given by an expression that depends on Hermite polynomials
(2.121). Hermite polynomials satisfy the recursion relation [46]

Hpiq(z) — 22Hy(z) + 2nHy—1(x) = 0. (A.30)
This can be used to derive the recursion relation for number state coefficients:
(n + 1, Quv/n 1 — (nla, OB + (n — 1la, Chv/n = 0. (A31)
Rearranging this and squaring gives
[+ L, O22(n + 1) = [{nle, 282 + [(n = 1], )2v?n — 2(a, CIn)(n — L, C)Brv/m.  (A.32)

Multiplying this by n* and summing gives

o} o

> ln+1la, O p(n + 1)n Z\n|a<|ﬁ2n’“+2|n—1|a O)[PrPnktt

n=1 n=1
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o0

Z o, C|n)(n — 1], ¢)Brnk+1/2

2680y 0", Cn)(n — 1], ¢) = B° Zn’w (nla, Q> + 12 wa (n—1|a, ¢)?

n=1 n=1

2> (n+ 1)k (n+ 1]as )
n=1

260y (n+ 1) a,(n)(n + 1o, ¢) = 52 Z n*|(nla, Q)1 + 12y (n+ D) (nfa, ¢
n=0 n=1 n=0

=iy n(n —1)"|{na, Q) (A-33)

If £ > 0, then the sums in the first and third terms on the right hand side can be extended to n = 0,
giving

2680 ) (n+ DF2(a, (n)(n+ 1], ¢) = B2 (nF) + 2 ((n+ DM — i (n(n — 1)*) . (A.34)

n=0

In the following we wish to take k = % —p, so k < 0. In this case the sums cannot be extended to
zero, and in fact the additional terms would be infinite. In the following expansions, however, only
the behaviour of the state near n = 7 is considered, and the contribution from n ~ 0 is negligible.
It is therefore reasonable to use Eq. (A.34) as a basis for the approximate expansions, despite the
fact that some of the terms would be infinite if they were worked out exactly.

Taking k = % — p and considering the deviation from the mean photon number gives

260 3 (n+ 1) a (i + L, €) &~ 82 (7 -+ An)~FFD) 02 (7414 An)~ -1/

2 <(ﬁf 1 +An)*(p*1/2)> — 2 <( —1+An)" P+1/2>> (A.35)

Expanding this in a series in An gives

n=0 !

= 1)) 4 w [+ 1)1 2 1)) } (A36)
(p—3/2)!

Now we have an expression that can be used to evaluate Eq. (2.145). Here the approximation
that will be used for h(n) is ¢(n 4+ 1) 7P rather than en~P. This is reasonable, as the difference is of
order m~(®+1) | which is of higher order than will be considered here. Using the first three terms of
the sum in Eq. (A.36) gives

26y i(n +1) 7P, ¢[n)(n + e, ¢) ~ B0 P2 — 2 (@ — 1)" P 2 (m 4 1)~
n=0
e (An?) _ o
(@ — 1)~ P12 = {(p +3/2)(p+1/2) (5271 (P+5/2) _ 12(7 — 1) (p+5/2>)
Hp+1/2)(p — 1/2) [P+ 1)) - 2@ - 1) w2 ]} (A.37)

Note that the j = 1 term of the sum is zero, as (An) = 0. Using (An?) = o?(pu — v)? + 2p%0? this
equation becomes
oo
260 ) (n+1)P(a,¢ln)(n + 1o, ¢) & 2~ PHY/2) — 2 (@ — 1)~V 42 (@ 4 1)~ 1/2)
n=0
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20, N2 3
—pP 1)~ [70‘ (“2 Zig u2v2] {<p2 +2p+ Z) (g2 wor
1
(- 1)) ¢ <p2 - Z) (24 1)~/ (1)~ /)] } : (A.38)

At this stage the main problem is to determine which terms should be kept. This depends on
how ng scales with 7. Recall that if the state is optimised for minimum intrinsic phase uncertainty,
then ng o log(m). That scaling cannot be assumed in this case; however, it is possible to make some
general assumptions about the scaling of ng. Firstly ng should increase with 7, so in order to obtain
two orders in the approximation we will keep terms up to leading order divided by ng.

Secondly ng should not increase as rapidly as 7, as the squeezing should increase as the photon
number is increased. This means that ng/7° should be higher order than 1/ng, and we can therefore
omit terms of leading order times ng/m2. We will, however, include terms of leading order times
ng/M, as we cannot assume that these are higher order. We will not obtain any terms of leading
order times (ng/m)? or any higher power, so we do not need to consider these terms.

The third and fourth terms in (A.38) appear to be of order ﬁ’(p’?’/Q)/no. We can partially cancel
these terms, however, by making the expansion

P+3Hp-3)
om?

1
@A+1)"P7V2 ===/ 1y £ (p = 2) + + O(ﬁ_3)] : (A.39)

This means that

1 1
P27+ 1)1 2 (- 1)) g (12 - 2 (0 1/2) [1 + P +3)p - 5)]

om?

—(2 +p?)(p - Hm e, (A.40)

Now 12 — p2 = —1, so together these terms are of order m~(?P~1/2)_ This is the leading order, and
we will now omit terms known to be higher order than 7~ ~1/2) /ng. This means that we will use

V(7 + 1)*(13*1/2) —pu*(m— 1)*(17*1/2) ~ —p(p—1/2) _ (2 + 1) (p— )ﬁf(pﬂ/?)_ (A.41)

1
2

Similarly for the terms on the third line of (A.38) there is the expansion

3 5 3
(74 1)~ P+3/2) — = 3/2) |1 ¢ (p; 2) (o 22)_(§+ 2) 4 o), (A.42)
n
SO
V2 (m + 1)—(p+3/2) — (@ - 1)—(p+3/2) ~ —p(P+3/2) _ W+ pH(p + %)ﬁ_(p+5/2)' (A.43)

Using this result, and omitting all terms known to be of higher order than 7~ ("~/2) /ng, Eq. (A.38)
simplifies to

oo

280 "(n+1)7P(a,{In)(n + 1]a, §) & p2a~ P2 — 2 (@ — 1)~ @PH/2) _pme=1/2)
n=0
2 _ 2
—(2 ) (p— yE /D) 4 [W} <p2 _ i) {_ﬁf(p+3/2)} ' (A.44)

Now using 3% ~ ng, u? ~ v? ~n/(4ny) and a(u — v)? ~ n?/ng, this simplifies to

293 -+ )7 a1 ) = 07 fi-ms e -g]} )
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Now we can expand 20v to give

2
200 = —at/% 1 - & (1—@)

n n
1 n
~ -t 1 = (11— 22). A4

Using this gives

{1-2+3% b+ -1}

(1-22) o+ ) o mn + 10, € ~ 777

1
n=0 l—m
1
zn_p{l—@—l—p(p_'_ )}. (A.47)
n 2ng

The two terms of ng /7 just cancel, giving the simple result

i(n +1)"P(a, (Y (n + e, ¢) ~ 7P {1 + p(];;ro 1)} . (A.48)
n=0

This result is identical to that obtained simply using (n 7).

A.3 Perturbation Theory for Mark II Measurements

From Sec. 4.2.2, the phase variance for mark II measurements with a time delay is, according to
perturbation theory

1 1
(¢%) / dt / dar' (°)<p§9) +2ar / dt / dt’ (°)¢§}>>. (A.49)
v V1

Using the result for <p( )

1 1 t da(v/u—t)
dt/ dat’ { |etevor—vheO 4 [ S gy
/1}1 V1 < [ v U1 \/E

t" da(vu—Vt)
da(oT—VT) 5(0) e -
X |e Oy + dW (u)
l ! o Vu

1 min(t,t") (2 V=t
= [/ 640(\/ﬁ\/{)dt} ) / dt/ dt// #
1 a(2v/a—ViI—Vt)
= U e4a(‘/ﬁ‘/{)dt} ) +2/ dt/ dt/ du (A.50)

Considering the first term, this simplifies to

— 1 2
[2 /01 r(\/v_l+s)e4°”ds] <(<P£?)) >

- |42+ 1]2 (6072

given in Eq. (4.8), the first term can be evaluated as

200 8a?
U1 \/ 1 ~(0)\2
= —_— . A. 1
{40@ T 83 8a3 * 64044} <(‘pvl) > (A.51)

The term that we take to be leading order here depends on how we take the limits. If we consider
the limit of large a with a fixed value of vy, then the first term is largest. On the other hand, if we
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consider the limit of small v; the third term is the largest. As the variance should be small at time
v1, a large number of detections should have been made by this time. This means that we should
have a?v; > 1. In this limit, the first term above is largest.

Now consider the second term in Eq. (A.50). Changing variables to s = V' — \/u gives

—8as
dt/ dt/ VI — §)dsleteVT-vH_C
/ VU — \ﬁ Jdsle (\/77—5)2
\/t_/—\/ﬁ —8as
_4/ dt/ dt/ 4 (VE - f)/ cls\j27 . (A.52)
— S

Performing an expansion in s,

1 t VU —o1
4/ dt/ dtle4a(\/t7*\/i)/ 1 (\/1_ t/ ( )) efsanS
0

1
=4 | dt | dt'e TV -+ 0(7?)). A.53
faf e+ e 0l (A53)
Next we substitute s = v/ — V/#' so that dt’ = —2(v/t — s)ds. This gives
L pViever 1 1
8/ dt/ e~ das ( +—+ O(a3)> ds. (A.54)
o Jo 8 (V- s5)(8a)?

Again expanding in a series we obtain

/vl dt/f T (8% \/(Sa) - t(85a)2 +O<52a2>+0(a‘3)) ds

:8/ (<8a><4a>*0< )

1—
= i L1 0(™?). (A.55)
In the limit of small v; this simplifies to 1/(4a?). Note that the higher order terms diverge if the
limit v; — 0 is taken for fixed a. However, as we are taking v; such that o?v; > 1, they will be
smaller than the term given here.
Thus we find that the first term of Eq. (A.49) is

/ dt/ dt e >=41 +4%<( p(0))2 >+O( 5. (A.56)

Next consider the second term in Eq. (A.49). Evaluating this gives

1 1 t
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(A.57)
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The first term simplifies to

o VU L 00
{4052 T 83 T 6dan ] <‘p“1 P > (A.58)

As was discussed above, the first term here will be largest when we take v; such that o?v; > 1.
Now consider the second term in Eq. (A.57). Taking the integral over ¢ this simplifies to

1 ! ;
<2\/771 + m) / (log v; — log t')ede(vVoi—v) <(¢5}3>)2> dt'. (A.59)

V1

Now we make the substitution s = v#' — /o1 so dt' = 2(s + /v1)ds, giving

~(2vaege) [ T g (SR e ((6l07) 205+ o]

——(sva+2) [ T o (1+ =) e (@) o+ v (ao0)

Again, there is a slight problem, as the result obtained depends on how the limits are taken. The
contributions to this integral will only be significant when s is less than about 1/a. As we should
have av; > 1, this means we should have s/,/v; < 1. In this limit, we obtain

() [ ) (e

- - <8\/H+ i) ((4;)2 + m(14a)3 + O(a“)) (@)

—— (4 + gz + 0 {0)). (A61)

Next we will consider the third term. To treat the minimum we must split the integral into three

parts:
min(¢,v) 404(2\/57\/{7\/7)
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U
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vy t t v

Considering term (a), this simplifies to
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Term (b) simplifies to
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Therefore the third term of Eq. (A.57) simplifies to
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Next considering the fourth term of Eq. (A.57), we obtain
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The third and fourth terms therefore cancel to order a~3. This means that

/ dt/ at (¢ ) ~ 15 (20e))) - % (@), (A.67)

Therefore we find that Eq. (A.49) simplifies to

(6h) ~ o + oz (@) + T (2 (6000) — v (6977)). (A.68)

A.4 Derivations for Continuous Measurements

Evaluating Eq. (7.57) of Sec. 7.1.2 for the phase variance under continuous measurements, we find

t t
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Considering the first term first, we have
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For the approximation in the last line, it has been assumed that |af > \/X.
Now considering the second term in (A.69), we obtain
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Due to the difficult nature of the integration limits, we have obtained four terms. Evaluating each
of these terms in turn, we firstly find for (a)
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The approximation in the last line is accurate in the limit |a| > ,/x. Turning to the next term, (b),
we obtain
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Again this is accurate in the limit || > |/X. This term is higher order than the result obtained for
(a), and so can be ignored.

Now looking at the third term (c),
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This is again higher order than term (a), and so can be ignored. Now looking at the final term, (d),
we find
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For |a| > /X, the only significant term here is

o (A.76)
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Using this, together with the results from Eqs (A.70) and (A.72), the total phase variance is

K2

2 - X R
(0*(1)) ~ Y + 2y (A.77)
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